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Third Year B. Tech Computer Sclence and Engineering (Data Sclence) Semester-V (woef. 2024-25)
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Third Year B. Tech Computer Science and Engineering (Data Science] Semester-VI (w.e.f. 2024-25)

ARarng Evaluntion Scheme
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Machine Learning -1I (Deep Learning)
(22PCCS5010T)

Teaching Scheme Examination Schemo
Lectures © 03 Hrs, fweek Torm Test ;10 Marks
Credizs < 03 Teacher Assesmment : 20 Marks

End Semi Exam © 66 Marks
Total Marks: JH Marks

PrerEr_]uiaite: Linear Algebiea, Calenlus, Probability, Statisties and hachine Losrning Basis,

Course Objectives:

1. To introduce students with the undamental coneepis of artifical seursl tetwork and . different
lewrning algorithms: supervised and ansopervised pearal networks,

2. Develop in-depth nnderstanding of the kv techniques in designing Deep Metwork and Transfor
Learning.

3, To expose Deep Network based mothods to salve read world comples probibems

CO | Course Outcomes Blooms| Blooms
Level Description
CO1 | Analyze different nearal network architectures and their | L4 Analyze
| learning algorithms.
02 1 Implement deep network training and design concepts L5 Evalunte
COd | Build solution using appropriate neural necwork models. L3 L6 | Apply, Creats
CO4 | Musteste performance of deep learmning models using differ- | L2 Understaml }

el teckinidues. |




Course Contents

Unit-I 05 Hrs.
Introdduction to Artificial Newral Tearming:

Fundamental concepis of biokogical Neurnl Networks, NN Architectures, Important terminologies of
ANN: Aetivation fumections(sigmob], Relu, Leaky Relu, Tanh, Softmax), weights, bind, threshold

learning rate, MoCulloch Pitts Neuron: Theory and Architecture

Unit-11 08 Hrs.
Supervised Learning Metworks:

Porceptrot: Representational power of Percoptron, The Perceptron Training Rule, Delts Rule; Mul-
tlayer Metworks: Representational Power of Feedforward Networks; Backpropegation Algorithim:
Comvergence amd Jocal mimima, Hypothesks space search and Inductive Bins, Generalization, overflt-
ting and stopping oriteria,

Optimization for Training Deep Models:

Challenges in Neural Metwork Optimization, Basio Algorithoes, Parameter Tnitlalization Strategies
Optimizers: Gradient Descent {(Stochinstic, Mini-Batch, Baich), 36D with Momentom, Mesterov Ac-
celernted GD, Adnagrad, Adadelta, RMSProp, Adam, Regularization for Deep Learning: Parameter
MNorm Penolties, Dataset Avgmentation, Mokse Robustness, Early Stopping, Sparse Representstion,
Dropout

Unit-111 06 Hrs.
Convolutional Networks:

The Convalution Operation, eparse interactions, parameter sharing, Pooling, Convelution and Pooling
s ais Infinity Strong Prior, Varats of Basic Convolution Funetion, Efficlent Cosvolution Algorithns
(AlexNet, LeNet-5, VGG, DenseMet, InceptionMet, ResNet).

Unit-1V 06 Hrs.
Sequence Modelling:
Recwrrent Neural Networks (RNN), Bidivectional RNNs, Deep recorrent. Networks: Recursive Nearsd

Networks, The challenges of Long-Term Dependencies, Echo State Networks, Leaky Units, The Long
Short-Term Memory (LSTM).

Unit-V (08 Hrs.
Unsupervised Learning Networks:

Kohonen Self-Organizing Feature Mape - architectire, training algorithm, Kolonen Sell lll']f'gmﬂ.zjnn
Motor Mag, L




Autoencoders:

Sparse Antoencoder, Undercomplete Autoencoders, Regularized Autoencoders, Donoising Autoen-
coders, Applications of Autoencoders. Linear Factor Methods such s Probabiliseic PCA and Factor
Analyeis, Independent Component Analysis,

Unit-V1 07 Hrs.
Transfer Learning:

Fundaniental of Transfer Learning, Pricteaingd Model Approscly, Freeging, Fise-funing Transfer
Leprning Strategwss: Inductive Learning, Inductive Transfer, Transdoetive Trausfer Leaviing, Unsu-
prervised Transfer Leamning, Types of Deep Transter Learning: Domain Adaptetion, Demain Confu-
abon, Ce-shot. Learning, Zero-abot Learning, Multitask Leamning; Types of Traosferable Components:
Ingtnnee transfer, Feature- representation transfer, Parameter transfer, Relaticnal-knowledge transfer;
Transfer Loarning Challenges: Negative Transfer, Transfer Bounds; Applications: Transfer learning
for NLP/ Audio/ Speech/ Computer Vision.

Text Books:

1. Simon Haykin, “Meural Metworks and Learning Machines", Pesrson Prentice Tall, 3% Edition,
2010,

2. 8. N. Shvanandam and 8. N, Deepa, “Introduction to Soft Computing”, 3™ Edition, Wiley India
Publications, 2018,

Reference Books:
1. Frangois Chollet, “Deep Learning with Pyihon", Manning Pablication, 2017

2. Josh Patterson, Adam Gibson, “Deep Learning: A Practitioner's Approsch®, O'Reilly Publica-
tiom, 20T,

d- Andrew W. Trask, Grokking, “Deep Learning”, Manning Publication, 2019,

4. John D Kelleher, “Deep Learning™, MIT Pres Essential Knowledge series, 2019,
Web Links:

1. Lesrning Rube: http:,-",."?Mw-llbh.minfv]nba-dw.r'hiﬁ,f'llmchinc_imrn.ing,l"hhi.-’&xpﬂﬂi.l:nllg:l

2. ANN Virtual Labe hitpe/ fese22-Hith vlube se.in g/ List % 2065 20experimenta. itml

& Theep Lesrning: Wtps:/ Mvlalspitoec,myfal /o fexperiments

I. NPTEL Course: Deep Learning Part 10 hitpe/ fonlinecourses nptelae bn/noe19,c

Evaluation Scheme:
Theory =




Continuous Assessment [ A):
Subject teacher will declare Teacher Asscssmeont criteria st the start of semmester,
Continuous Assessment (B):

L. T termi tests of 10 marks esch will be conducted daring the semester.

2. Average of the marks scored i both the tests will be considersd for final grading
End Semester Examination (C):

1. Question paper based on the entive syllabis, siomming up to 63 marks

2. Total durntion allotted for writing the paper is 2 hrs




Machine Learning -II(Deep
Learning)Laboratory (22PCCS5010L)

Practical Scheme Examination Scheme
Practical ; 02 Hre /weck Teacher Aswssment : 25 Marks
Credid I ] End Sem Exam 2 25 Marls

Total = 50 Marks

Course Objectives:
L Manitor wnd cvaloate the deep beorming maodels nsang differond @echnigoes

2 D-lu'l.',i_”_g SN, RNN and 1-£|}|r|i||;|'|_|1|: AT with real workd data.

i) | Course Outeomoes : Blooms Blooms
Level | Description

1
]

I
0 Bl soluebon using appropriate neural petwork models, | L4 Annlyze

202 | To expose Deep Network based methods 1o solve real wordd | LS Evalunte
complex probloms '

205 | Mustrate pecformance of deep lrarming models using differ- | L2 Understand
el pechnioges, 1




List of Laboratory Experiments

Suggested List of Experiments:

Bl

11,

(=d]]

11.

Ay

. Implement Boolean gates using perceptron.
o Jmplement, backpropagation slgorithom from scratch
Momitoring and evalusting deep leaming models nsing Tensorflow and Keras,

. Evaluabe nnd analyze Prediction performance wsing appropriate optimizers for deep learping

mokels:
. Implement Sentiment analysis on text dataset to evaluste costomer reviews,

. Bullding CNN models for image categorization.

- Dognment classifeation nsing BNN models

- Dutlier detection in time series dataset using RNN.

Anomaly detection wsing Self-Crganizing Network.
. Compare the performance of POA and Autoencoders on o given dataset.

Transfer Learning with Pre-traimed CNN model as a Feature Extractor for Tage Classification
with a Dinte Availability Constraing.

other experiment based on syllabus may be included, which would help the learner to anderstand

topic/ concept,

Evaluation Scheme:
Labaoratory:
Continuous Assessmoent (A):

Laboratory work will be based on 22PCCS5010T with at least 10 experiments from the above list to

be incorporated. The distribition of marks for term work shall be as follows:

L

2

A

4.

Performance in Experiments: 05 Marks

Jovrnnd Submission: 056 Marks
Vive-yooo: 05 Marke

Subject Specific Lab Agsigninent /Case Study! 10 Marks




The final certifioation and acceptance of term work will be subject to satisfactory performance of
laborstory work and upon lfilling mioimwm passiog crters in the term worke

End Semester Examination (C):

Oral/ Practical examinadion will bo basod on the entire svllabus inciudiog, the practicals performmed
during lahorstory sessions,




Intelligent Systems (22PCCS5020T)

Teaching Scheme Examination Schems
Lectures - (5 Hrs, /week Term Test ; 10 Marks
Crodits  + 03 Teacher Assesmment @ 25 Marks

End Sean Exonm ¢ 65 Marks
Total Marks; 100 Mnarks

Prerequisite: - Basic Mathematies and Data Stroctures

Course Objectives:
1. Prowide the basic ideas and rechniques underlying the-desipn of intelligenm. systems
2. Impart the knowledge of various search techniques for problem solving,

4. Learn knowledge representation and provide the koowledge to deal with ancertain and ineom-
plete information.

b Tmpsart e Koowledge: of Tabellipent plaalng.

CO | Course Ouicomes Blooms| Blooms
Lewvel Description

i Apply appropriabe search-based mothod for a given problem. | L3 Apply

02 Analyee various 1S approaches bo kiowledge- intensive prob- | L4 hnuj:,-m
lem solving, reascning awd iotelligent planning,

03 | Apply the knowledge of reasoning and intelligent planning | L3 Apply

o sodve o probleo.




Course Contents

#

Unit-1 08 Hrs.
Fundamentals: Intreduction to Intelligence Systems, Evolution, Categorization of Intelligent Sys-
tom, Applications.

Problem =olving:

Solving problem by Searching: Problem Solving Agent, Formulnting Prohlems. State Space Search:
Uninformed search, Breadth Ficst Search (BF3), Depth First Search (DFS), Depth, Depth First [era-
tive Deepening (DFID). Hearistic Senrch: Best first Search, Hill Climbing, Vieiations of Hill Climbing,
Solution Space, and Travelling Salesman Probbem

Unit-I1 09 Hrs.
Optimizations:

Population Based Methods: Simulated annealing, Local beam search, Genetic algorithm.  Finding
Optimal Pathe: Branch and Bound, A%, Admissibility and monotonicity properties of A®, Game
Playing:

Game Theory, Board games and pame tree, The minimax algorithm, Alphs-Bets Pruning.

Unit-111 06 Hrs.
Knowledge and Reasoning in Logic:

Logle, Soundness and Completeness, Propositional Legle, FPlest Order Logic, forwand ehinining, Back-
wird chnining wod Refitation. Uncertuin Knowledge and Ressoning: Fozzy sets, Fuzzy Logic, Fuzzy
Logic Controllor.

Unit-I'V (35 Hrs.
Logic Foundation for Ontologies:

Koowledge Modelling, Definition, and importance of outologies in Al Composents of ontalogies:
classes, properties, individonls, Ontology development methodologies (eg. Protégé), Ontology laa-
puages (g, OWL, RDF), Ontology ressoning and inference.  Applications of ontologies in AT (eg.
semmanlic web, knowledge mianagement,

Unit-V 06 Hrs.
Ontology Modelling:

Advaneed ontology modelling constructs (e restrictions, class adoms}, Citology: alignment, mirg-

<5 o Teg,
img and vorsioning, Ontology-basod dutn occess and integration, Probobilistic aml fuesy yﬁg]'t:!;im.
s

Hoanki- e |'\'|'!'I;I.Ij,:|||i||.ﬂ with L:l’Jl.l!r]l:lﬂj.Eu |:1‘-.;{. WRL}. Sealable ||I.||!.u|-|'1].{_".' II!H:_#FII!III.H (PRI

world ontology case studies and industry applications,

[
L
iy



Unit-VI1 05 Hrs.
Planning: Domadn independent planning, Forward wnd Backward search, Goal Stack Planning, Plan
Space Planning, Means Ends Analysis. Graphplan, algorithm AQ*.

Text Books:

. Deepak Khemant, “A First Course in Artificial Intelligence”, MeGraw Hill Education, (Tudis),
2013

2. Denn Allemang, James Hendler, “Semuontic Web for the Working Outologist”, Elsevier 15! Edi-
tiom, 2008

Reference Books:
1, Sarnj Kmushik, “Artificial Intelligroee”, 1% Editon, Cengage Learning, 2011,

2. Tvan Bratko, “PROLOG Programming for Artificial Intalligence” A'" Edition. Pearson Educa-
thon, 311,

3. Elaine Rich and Kevin Knight, “Artificial Intellipence™, 3™ Edition, Tata MeGraw-Hill, 3008,

4. Davis E.Galdberg, “Genetie Algontlims: Searcl, Optimization and Machine Leaming” . Addison
Wesley, MN.Y.

5. Patrick Henry Winston, “Artificial Intelligenee”, 37 Edition, Addison-Wesley.
. N.P.Padhy, “Artificial Intelligence and Intelligent Svetems”, Oxford University Press, 2005,

7. John Yen and Resa Longad, “Fuesy Logics  Intelligence, Control, and Information™, Peirson,
M,

Evaluation Scheme:

Theary :

Continoons Assessment (A):

Subject teacher will declare Teacher Assessment oritorin at the start of semester.
Continuous Assessment (B):

Lo Two term testa of 100 macks sach will be condueted during the semestor

2. Average of the marks scored in both the tests will be considered for final grading.
End Semester Examination (C):

|, Question paper based on the entire syllabis, summing up to 65 marks,

2, Toial duration allotted for writing the paper i3 2 hes.

10



Intelligent Systems Laboratory
(22PCCS5020L)

Praciical Sceliems Examination Schome
Priactbeal : (02 Hrs Sweek Tenclier Asgessment ;25 Marks
Crodit i Total @ 25 Maorks

Course Objectives:

L. Provide understanding of warious techoiques and algorithms of Al used o problem solving,
optimbention problems and game programoming

2. Familiarize with fuzzy operations for a given problem,

C0 | Course Outcomes | Blooms| Blooms
| Level Description
ol . Identify aud apply searching algorithins to solve problems. L3 Apply
202 | Build koowledge base for s ]Jr;-_l.niﬂn- ' L3 ' Apply
E‘{H Apply sy operatdons for o given opat. : L3 ﬁi[.:l]'l-|"-

11




List of Laboratory Experiments

ﬂ

Sugpested List of Experimonts:
1. Implement domain specific funotion for different. problems

2 [dentify and analvee uninformed search Algorithm to solve the problen. Inplement BES/DES/DEID

serarch alporithms to reach goal atate,
4 Program o buplement Local Search slgorithm: Hill climbing search
4. Progrom ooany natures inspired algorithm to solve o optimization problem in AL

A Implement A* search algorithm to resch goal state

=

Implement minimax algorithm for a two-player game.

=1

o Implement Puzey operations for given input visliies,
B, Dwsign a fuzey logic controller for s given problem

9, Develop o knowledge base asing OWL.

10, Develop & Rule baged Svstem usng SWRL o5 Protége softoare

Any other experiment based om gyllabos may be included, which would help the learner to understand
topic concept,

Evaluation Scheme:

Laboratory:
Continaous Assessment (A ):

& F

Laboratory work will be based on 2PCCS5020T with minimum 10 experimsents to be Incorporated.
The distnbution of marks for term work shall be as follows:

1. Performance in Experiments: 06 Marks

2. Journal Sohmission: 05 Mearks

3. Vivm-vocs: 05 Marks

4. Subjoct Sporific Lab Assigmment/Case Stady: 10 Marles

The final certifioation wd acceptance of e work will be subject to satisteciory porformanes of

|J|.|h||l'nl.|.|t“ll.' winfk n.ur.] REELR ] iuilil]i:ug (AR RRINL Y |JIHL‘1iI|.l.'I crtert i Ll Lisfani w:uri:.

12




Image Processing and Computer Vision - 1
(22PCCS5030T)

Teaching Scheme Examination Scheme
Lectures. & (K3 Hrs. /werk Term Test ;10 Marks
Credite @ 013 Teacher Asgeasmimt ¢ 25 Marks

End Seim Exam ;65 Marks
Toral Marks - 100 Marks

PTE[’E:I.]HiﬁitE.’ Basie co-ovdinate geometey, matrix algebra; linewr algebra ond random process

Course Objectives:
To teach varioas feature engineering and preprocessing techniques on imege and video date types

| C0 | Course Outcomes "I:IJum:lL*-:! Blooms
Level Description
COL | Identily the need of different image snd video pre-processimg,. | L1 Remember
B Apply differint lmage and video corvections. L3 Anply
COF | Compare different image and video processing methods. L4 Anphze

1




Course Contents

—

Unit-1 04 Hrs.
Digital Image Fundamentals: Steps in Digital Tmage Procesing, Componsts, lnage Sampling

and Quantization, Neyghborhood of pivels.

Unit-11 11 Hrs.
Image Enhancement (point processing): Image Negative, Thresholding, Gray-level slicing with
merd weit ot background, power Taw and log transform, Contrast Stretching, Histogram equalization
Image Enhancement in Spatial Domain (Neighbourhood processing): Low Pass and High
Puss Alterng for image enhancemment, High boost Bltering, Basicn of Spatial Filtering, Genersting
Spatial Filter Mnsks-Smoothing and Sharpening Spatial Filtoring

Image Transforms: 1-D DFT, 2D Discrete Fourter Treassform and T8 Inverse, Some Properties of
2D DFT, Walsh -Hadamard, Diserate Cogive Transform, Haar Transform, Slant Tramsform

Image Enhancement in Frequency Domain: The Basica of Filtering in the Frequency Domain,

Smoothing and Shurpening Fequency domain flters

Unit-TTI 08 Hrs.
Morphology: Erceion and Dilation, Opening and Closing, The Hit or-Miss Transformation, Bestora-
tion: Moise models - Mean Filters = Order Statistics ~ Adaptive filters- Adaptive mean Bliter, adptive
guassian flter. .

Corner and Interest Point detoction: The Hurmie Interest Pomt Operator: Commer Signals and
shifts for varioua geometric confignration, Performance with erossing point and Junetions, Different
farms af Harris Operator, Local Tovariant Festore Detectors and Descriptors: Harmis scale and Affine-

Imvariant Detectors and Descriptors.

Unit-IV 08 Hrs.
Point, Line, and Edge Detection: Detection of Taolated Points, Line detoction, edge models,
bbe and advance edge detectlon | Kitsch Compass Kemels) |, Edge linking and boundary detection,
Canny's edge detection algorithm

Thresholding: Foundstion, Role of illumination, Basic Global thresholding, Otsn's method Region
Based segmentation: Region Growing, Region Splitting and merging, Relationships betoeen pixels,
Hough transform

Region Identification: Chain code; simple geometric border representation [']'[r;'}n]ng:m],jm‘lmﬂum

bamed] deseriptor), Fourber Transform of boundaries, Boundary description asing; s F,Jm"lrl uquuﬂd:u
i 1“ 3 '!
5 el :
Unit-V ; 08 His. s ©
-
S AutononsrS
14



Motion: Optical FPlow, Interpretation of Optical Fields, Using focus of expansion to svoid eollision,
Time to adjscency analysis, Basic difficulties with optical flow models; Stero from Motion

Text Books:

1. Hafel C, Gonzalez and Richard E. Woods, “Digital Image Processing”, 4*" Edition, Pearson
Edueation Asia. 2018,

2 Sanjit Mitra, “Digital Sigual Processing: A Cowputer Based Approach™, 4'" Edition. Tata
MeGrawe Hill, 2003

Reference Books:

1. 5. Salivahanan, A. Vallavaraj, ©. Goanapriva: “Digital Signal Processing”, 4" Edition, Tata
MeGraw Hill Publication, 3015,

2 E. R Davies, “Computer and Machine Vision: Theory, Adgorithms™, 4%0 Edition, Academic
FPiess, 2012,

3. 8. Jayaroman, E, Esakkirajan and T. Veerkumar, “Digital Tmage Processing”, 1%° Edition, Thtn
MeGraw Hill Edueation Private Ltd, 2017,

4. Anil K. Jain, “Fundamentals and Digital Image Processing” . 1** Edition. Pearson Education,
2005,

5. John G, Proakis, Dimitris and G. Manolakis, “Digital Signal Processing: Principles, Algorithms,
and Applications”, A*M Edition, Pearson Edueation, 2014,

6. A. Anand Kumar, “Digital Signal Processing”, 2% Edition, Prentice Hall, 2015,

7. 5. Sridhar, "Digital lmage Processing”, 2™ Edition, Oxford University Press, 2016,

Web Links:

1. NPTEL Digital Image Processing, By Prof. Prabir Kumar Biswas, [TT Kharagpur:
httpe:/ fnprel an.infeourses /117 /105/ 117106135,
Evaluation Scheme:
Theory t

Continuous Assessment (A ):

Subject teacher will declare Tencher Assessment eriterin st the start of smester.

i Tay
Continunous Assessment (B): _M ;:?":‘q\.r‘

1. Two torm tests of 10 marks each will be condueted during el semester,




End Semestor Examination (C):
1. Chuestion paper based on the entire syllabus, suinming up 16 65 marks

2. Total duration slintted for woiting the paper 8 2 b

16



Image Processing and Computer Vision - 1
Laboratory (22PCCS5030L)

Practical Scheme Examination Scheme
Practhenl : 02 Hra. /week Teachier Assedenent @ 25 Marks
Credit m Fad Sem Exam ¢ 35 Markes

Toral @ 50 Marks

Course Objectives:

1. To become familiar with image processiog, gesmetcle, adthmetic and logionl operntione on
immsges

2

o To mtrmduce lmage Enhancement using different tecmigues.

3. To introduce wepmentation, equelization, image restoration background subtraction and moticn

analysis,
L .[ Course Outcomes B]n-mml Bloaims
| Level | Description
1 y I
O | Implement basic operations applicd oo imege and Image En- | L3 Apply
hancement using different technigues.
CoOz Demonstrate histogram equalization and application of Haar | L4 | Analyze
transtorm. | :
OO | Implement region-besed segmentation, morphological oper- J L3 Apply

atbons and edge detection technigues,

D04 | Construct Image restoration, heckground subtraction and | L3 Apply
miction analysis Inoa video,

=

L]




List of Laboratory Experiments

Suggested List of Experiments:

110

1L

12

To perform basic Image Processing, Geometnie, Avithmetic and Logical operations on [nages,

To perform Spatinl Donain Image Enhancement using different Point Processing Techuiogues [ike

Tmiage Negative Transformation, Threshalding, Gray Level Slicimg with withoor background.

3. To III."IZFIIIHJ Hrmrhd Dieniiisiin [HmHl' Enlisnieemeait |L‘-'Ii|IH differen Wn'iglﬂmrlumrl ]""rull'vl-.-c.ﬁ]||[-_l| Tesiti-

T e,

. T prerliarin HE—|I.-|.||.;’I'HJ1| erpualization,
. Tor perform frecuency domain Image Enhancement technigues.

. T perhorm region-hesed sagmentation

To perform morpholegical operations on Tnage.

To perform edge dotection using basic and sdvaneed technigoes,
To pecform Imege estoration using warous filters

To extract the key frames from s video,

To perform background subtraction in a video.

Tao perform motion analysis using Lucas-Kanade optical flow estimation Alporithm.

Any other experiment based on syllalnes mugy be included, which woubd help the learner to understand
b eonbeagut .

Evaluation Scheme:
Laboratory:

Continuous Assessment (A):

Laboratory work will be based on 22PCCSS030T with at Jeast 10 axperiments from the ahove Tist to

be incorposated. The distribution of marcks for term work shall be ss follows:

1

2

3.

i

Performance in Experiments: 06 Marks

Journal Subanisaon: 05 Marks

Viva-wooe: 05 Marks

subject Specific Lab Assigoment /Case Study: 10 Marks

15



The finad certification and acceptasee of term work wiall be subjeet to satisfactory performance of
laboratory work and upon fulfilling mininnm passing eriteria in the term work,

End Semestor Examination (C):

Oral/ Practical examination will be basod on the entire sylisbus including, the practicals performed
dhiiring libisatory. sessions.

T Ta
A g,
3 ook
|

14



Big Data Engineering Laboratory
(22PCCS5040L)

Teaching Scheme Examination Schemo
Lectures ¢ K Hes, faesek Teacher Agsesment @ 50 Marks
Practical ! 02 Hrs, fweelk End Sim Exmm ¢ M) Marks
Creditg [ Total; 1080 Marks

P]‘EI‘E{[uiSitE: Foundstions of Data Aoalvais Database Maooagement Svatew, Pyvilon Lobora-
tory, Jwvn and Seilie Laboratory,

Course Objectives:
The nhjm:r.h'o ol L|!|i:-. laks k8 to j'ﬂ'l.'r".-idt: the hasle rwl.lul".rul'ic of ||.'|||-:||1:||||.|I II.|||"| PIOCEESIIE h;]_g' 1‘|.e|1:u

Co | Course Dutcomes Blooms| Blooms
Lavel Daseription
—— — 1
B Haolate to the need of different types of data prepeocessing | L4 Asinlven |
Eaadi |e-.'|,":|||.-|~1 o=,
2 Use: appropriate tool fmethod for aspecific Deta Engineering I L3 Apply
Lask. |
e = | i
L_:i !I -



Detail of the Experiment

Hadoop Ecosystem 04 Hrs.

|, Understanding inputs and outpute of Map Reduce Concept of Hadoog.

4. The Moap Tasks, Grouping by Key, The Reduos Tasks, Conbiners. Details of Map Heduee

Exesution.
4 HIWFS file systeni - Cotiimiasiel Tline
4. Overview of resource managem ent - YARN
Infrastructure Implementation 04 Hrs.
L Introduction to Kubernetes aml Docker,
3 Betting up applications on Kubernetes and Docker,
4. Creating Docker images and deploying them.

Messaging Service 02 Hrs.

1. Differentiate between different types of connections:  Point-to-point, Broadeast /Multicast and

Multi point.

2. Heal time messaging using AMPS

d. Pul J/ Sub models

4. Allows subseribers to apply filters on server level
Messaging Service 02 Hrs.

1. Newd of sealability and concurrency in the messaging services.

2. Renl time messaging, ensuring sealahility and conearrency nsng Kafla,

d. Pub / Sub muoededs

4 Allows subscribers to apply filtors on client side.
Data Processing

1. Nl of wcbvmes methods for datn processing of Big Dacn,

2. lotredoce SPARK

4. Real time avd Batell processing of high solume of daba

3. Write sovipts using Jova) Python/Scala,

a1



5, Processing high volume vecords in-memory.
6. Tmegration with Hive, HDFS, Kafka, event hub and other messaging and storage systeni.
Data Warehouse 02 Hrs.
1. Need of advance methods for data warehousing for storing Big data.
2. Introduce HIVE
4. Storage of data on HDFS for high volume data
4. Perform Analytical queries tsing Map Reduaoe.
No SQL Data Store 02 Hrs.
1. Difference between SQL and NoSQL dats stores
2, Types of NoSQL Dati stores
3. Introduce HBuse
4. Demonstration of Dynamic Scaling
No SQL Data Store (04 Hrs.
1. WoSOL Databpses for different use cases.
2. DynamoDB - Serverless AWS service for storing data in bytes.
3. MongoDB - Data Storage as documents (Binary JSON -BSon)
4. Pipeline, query sggregation, complex querying, transaction.
ETL Task (4 Hrs.
1. Introduce AWS Glue for ETL,
2. Data Integration service from multiple sonroes,
3. Keeping track of schemsa in form of catalogun,
4. Data query via Amuwon Athena, Amason EMR, and Amazon Redshift Speetrom.
Data Retrieval 04 Hrs.
I. Imtroduction to Open-Souree Indexing Engine Elastic Search for transasctionsl data,

2. Patu querying, aggregstion, visuslization, bog extraction med amslvtics, R
i af

Cold Data Retrieval AWS 83, Athena and Redshift "

L2

L. Introduction of AWS 53, Athens and RedShift

u



2, Storing / Extracting data in 53 in different forms (csv, parguet, text),
3. Querying the dats via Athens [ Redshift,

Any other experiment baged on svllabus may be insluded. which would help the learner to understand

topic,/ concepl.

Text Books:

1. Joe Reis and Matt Housley, “Fundamentals of Data Engloeering: Plan and Build Robust Data
Systems™. 1" Edition, O Heilley, 2022,

2, Stevan N Drunton and | Nathan Kotz “Deta-Diviven Seienee and Engineering: Mochine Lears-
ing, Dynsmical Systems, and Contred”, 1% Editlon, Cambeidge University Press, 2019,

4. Tom White, "Hodoop: The Defluitive Guide™; O Redlley, 3rd Editios, 3012,
4. Erie Sammer, “Hadoop Operations™. 1*" Edition. Reilly, 2012,

Pramod J Sadalge and Martin Fowler, “NoSQL Distilled: A Brief Guide to the Emerglng World
af Polygiot Persistence”, 1** Edition, Addison-Wesley Professional publications 2012,

Heference Books:

o

1. Paul Zikopoulos, Cheis Eaton, Dirk DeRoos, Tom Deutsch, George Lapis, “Understanding Big
Diatn: Analytics for Enterprise Class Hadoop and streaming Data®™, 15" Edition, The MeGraw-
Hill Companies, 2017,

2. Ganrav Vaash, “Getting Started with NoSQL", 1% Edition, Paclkt Publishing, 2013,

3. Manoj Kukreja, “Data Engineering with Apache Spark, Delta Lake, and Lakehouse”, 1530 Edi-
tion, Packt Publishing, 2021.

4. Seott Haines, “Modern Data Engineering with Apache Spark: A Hands-On Guide for Buflding
Misgbon-Critical Streaming Applicitions", 15! Edition, Apress Publieations, 222,

Web Links:

1. Realtime Bigdata Messaging Services: Bullt for realtime: Big data messaging with Apache
Kadks, Part 1 | TnloWarld

2. Undersianding Big data Proceedug: Understanding Big Dats Processing: 2022 Ultimate Gulde
- Learmn | Hevo (hevodata.com)

3 Berverless Dntabases: Whal Is Serverless? An Overview | Koowledge Bivie | Dashb

4. Bubernet Vs Docker: Kobernebes vs, Thocker: Why Not Both? | TBM




Evaluation Scheme:

Laboratory:

Continuous Assessment (A) 50 Marks:

Laboratory work will be based on 22PCCSH0M0L with mininium 10 experiments to be incorporated,
Thie cistribaition of marky G term work shudl be as follows:

I, Performance in Experiments: 10 Marks

2 Jourmal Submstssion: 10 Marks

3. Vivewvooe: 10 Aarks

4 Subject Specific Lab Assignment/Case Stady: 20 Marks

Th final certificacion and peceptance of trem work will be subject to eatisfactory performaemee of
labsoratory work sand upon felflling minimam passiog eribenn o Ehe ter work,

End Semester Examination (C) 50 Marks:

Crrnl [ Practicel examination will be based on the entive syllabios including, the practicals performed

during Inboratory sessions.




Distributed Computing (22PECS5051T)

Teaching Scheme Examimation Scheme
Lovtures 3 03 Hrs, fweek Term Test - 10 Marks
CUredits - 03 Teacher Assesameant @ 20 Marks

End Sem Exam ;65 Marks
Totn! Marks : 100 Marks

PI‘EI'E:ql.I:i.':ﬁtE.: Operating Systeims

Course G]JjEl:ﬁ\fEE: e objective of this conrse 38 to introduce the fundsmentals of dis-
tribntod computing that melndes svstem architectare, progromming model, design, and tmplemento-
thon and performancs analysis of these systoms.

CO | Course Outcomes Blooms! Blooms
Lewel Deseription

L) Demonstrate Tnterprooess: Comimimication ad Syonchronts- | L2, L3 Understaned,
tica in oo DVistribarted Systen. Apply

| CO2 Apply sppropeiate Resouree, Process management, Flle apd | L3 Apply
Memory technique in pogiven Distributed Environment for
effictent processing.

| ; R
€03 | Apply sultable methode to mprove data evmilability in s | L3 Apply
] Eysten.
ks P, =l
= 1_!;;5::-,,' .. 5]
Eaay -

[
P
Lileals iy
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Course Contents

Unit-1 Introduction 04 Hrs.

Digtributed Computing Models, Tssues in Designing Distributed Systoms, Network communication:

LAN and WAN technologies, Protocols for Network Systems, Asyochrobous Transfer Mode,

Unit-I1 Communication 07 Hrs.
Iuterproeess Comuunication: Message Passing. Group Communication, API for Internet Protocools:
Remote Commmudeation: Middleware, Remots Procedural Call (RPC) Basies, RPC Implementation,
RPC Comupunication, Exception Hindling and Security, RPC in Heterogeneous envirommenst, Failare

Handling, RPC Optingzation.

Unit-111 Synchronization 06 Hrs.
Clock Syochromization, Logiesl Clocks, Globial State, Muotusl Exclusion: Centralized, Decentralizsd,
Distributed and Token Ring Algorithms, Election Algorithms! Ring and Bully election dlgorithms,
Deadlocks in Distributed Systenis,

Unit-IV Resource and Process Management (it Hrs.
Desirable features of a global scheduling algorithm, Task Assignment Approach, Load Balsncing Ap-
proach, Load Shanng Approach, Punctions of Distributed Process Management, Desiralile featurnes of

i process migration mechanism, Process migrations and Theeads,

Unit-V Consistency, Replication and Fault Tolerance 08 Hrs.
Introduction to Replication and Consistency, Data-Centrie {Continuons Consistency, Conslstent Og-
dering of Operation) and Clent-Centric (Eventual Consistency, Monotonic Read, Monotonic Write.
Read your Writes, Writes follow Reods); Consistency Models, Reptica Management; Fantt Tolerance:

Introduction, Process resilience, Reliable client-server and group communication, Recovery:

Unit-VI Distributed Shared Memory (DSM) and Distributed File
System (DFS) 08 Hrs.

Armchitecture, Types of DSM, Advantapges of DSM, Design Issves in DSM systems, Issues in Imple-
menting DM systoms; Introduction to DFS, DFS Designs, DFS Implememtation, File Caching and
Beplication in DFS,

T
Text Books: e B g,

g w L
U =
I Andrew 5. Tanenbonm and Maearten Vin Steen, * Distributed Systems: Principles Mﬁ”“@"ﬂt- .

24 Edition, Pesrson Education, 2017. I op iy
g <
EE "q_f'r.'-. f ;

-

-~

!
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2. Sunita Mahajan and Seems Shab, “Distributed Computing”, Oxford University Press, 3013,
Reference Books:

1. 5. Tanenhaum and M. ¥, Steen, “Distributed Svetems: Principles and Paradigms™, 24 Edition,
Freatice Hall, 3000,

2, AL L. Lin, "Distaibuted Computing Principbes and Applicetions", Pearson Addison YWesley,
2008,

3. Ceorge Coulouris, Jean Dollmore, Tim Kindberg, "Distributed Systems Concepts and Deslgn™,

At Edition, Pearson Education, 2011
Web Links:
L. NPTEL Course: Distributed Computing Systems https:/ fuptelac.infoourses { 106106107
2, NPTEL Course: Distributed Syetems: bttps://nptelacin/courses,/ 106106168

Evaluation Scheme:

Theory :

Continuous Assessment (A ):

Subject toacher will declore Teacher Assessment criterin ot the start of semester,
Continoous Assessment (B):

1. Two torm tests of 10 marks each will be conducted during the semester,

2. Average of the marks scored in both the tests will be considered for final grading,

End Somester Examination (C):

L. Question paper based on the entire syllabus, summing up to 65 marks.

2. Total duration allotted for writing the paper 5 2 hra.




Distributed Computing Laboratory
(22PECS5051L)

Practical Scheme Examination Schemse
Practical : 02 Hrs. /week Teacher Assessment @ 25 Marks
Credi i 1] Todal = 25 Marks

Course Objectives:
I Toplement multithread appication and elient/server asing RPC/RMI

2. Diserimimmte ]nhl:'-prl:_u,w comupunbeaklon and groop eommoanniont oo

3. Implement varions algorithms like lead balancing abgoritho election algorithm, cdock synache
nization and mutnal eechesion algorithom.

4. Construct distributed fle system and deadlock syuageanent i distnbuted svetems

0 | Course Chateoomes Blooms| Blooms
Level Deseription

£ lnplement multithread application amd olicnt /sorver using | L3 Apply
RFC/RMI.

i Dleminstrate Inter-process communication amnd group com- | 14 Analye
e st i

CO3 | Implement various algorithms like load balancing algorithm, | L3 Apply

election algorithm, dock synchronizgetion and mutoal exchi-
s algorithm.

Cod Construct distributed fle syelesy and deadlock management | L3 Apply
in diztributed systems.




List of Laboratory Experiments

——— e S L

Suggesied List of Experiments:
1. Implemesit Client fsorver using RPC /RML
2 Implementation of multithread application

A Implement luker-process eommunicstion.

1, Tmplement. Group Communieation

5. Implement Load Balancing Algorithm.

fi. Inoplemment Election Algorithm.

7. Implement Clock Synchronization algorithms.

#. Implement Mutusl Exclusion Algorithm

0, lLmploment Desudlock munagement in Disteibated sysieins.

10, Tmplement Distributed File Sveten.

Any other experinient based on syllabus may be included, which would help the learner o understand

Eopie eonciept,

Evaluation Scheme:

Laboratory:

Continoous Assessmont (A

Luboratory work will be based on 22PECS5061T with minimum 10 experiments 40 be ineorporated.

The distribwition of marks for terin work shall be as follows
L Perfurmance in Experiments: (05 Marks
2, Jovrnal Submésston: (65 Marks
3. Viva-voee: 06 Marks
4. Subject Specitic Lab Assignment /Case Stodv: 10 Marks

The fisgsd eertification and aceeptunee of tenn work will be subijet o satisfuctory perfompance of

falborstory work and npon ulfilling misimom passing eriteria in the tenm work.




Time Series Analysis (22PECS5052T)

Teaching 5cheyne Examination Scheme
Lectures : (6 Hrs. /week Term Test ; 10 Marks
Credits (K3 Tesacher Assessment | 25 Marks

["-.I:u:l H::tll Esinini - 65 MMarks
Total Muorks : 10 Maorks

Prerequisite: Probability, Statistics and Linear Mocdels

Course Objectives: Learn basic analveis of time series data; concepts in time sorics e
gressson; aubo-regressive and mode] aversging models; leam basic concepta of spectral annly=s and
spEE- bimie mecclels,

CO | Course Oultcomes Blooms| Blooms
Level Description

0 lljf.l?l'[lll'-i:-T i ﬁ'ﬂ'lt!]l]ﬁ]’ﬂ.lll and a .‘c;||||;|1i|*- apectrim, | Auul_','m

Co2 | Apply appropriste model for & time serles dataset, L3, L5 | Apply, Esalu-
ko

Cohd | Compute forecasts for a sariety of linesr and non-Huear | L2 13 Unelerstand,

methods aad models and L4 | Apply mnid

Analye




Course Contents

e ———— e

Unit-1 08 Hrs.
Introduction: Formal definition of & thne serivs, Toterpolation va Extrapodation, Components of
timn weries, Models of Time Series Analysis, Types of forecasting methods, Types of Thme Serles,
Types of time series patterns, different types of data, simple deserptive techniques, Trends in time
series | Parametric trends, differencing, soseparametric methods, noise), measurement of trends, sea-
somality, seasounl indices, stochsstic processes, cormelogram

Stationary Time Series: The sumple nean amd its standacd ervor, Stationary processes (weak and

ptriet), statistical inferonee of time series,

Unit-11 08 Hrs.
Linear Time Series: Motivution, Autocorrelation function (ACF) and Partial Autoeosrrelation fune-
tion (PACF) plot, Linear timws series and MA models, theoretical properties of time series with a MA

(1) and MA {2) moded, The AR model, simulating from an autoregressve prooess, The ARMA model,
The ARIMA middel, Unit roots with [, backshifi and lag operator, Integrated and son-lnvertible
prowcessed, SARIMA model, Box - Jenking Model Selection,

Unit-I11 06 Hrs.
Predictlon: Using prediction in estimating, forecasting for autoregressive processes (1), forecasting
for AR(p), forecasting for general time series using infinite past, forecasting for ARIMA model, P

wright representation of ARIMA model, One-step nhead predictors based on the finite past: Levinson
=Dharlbin slgorithm, Kalman filter.

Unit-IV 06 Hrs.

Models with Trend: Removing trendd, Unit Root (Aogmented Dickey Fuller Test) and Hegresion
Ressicdunks: The Monte Carlo Method.

Multiequation Time Series Models: Iniervention Aualysis, Estimating the Intervention Effect,
ADLs mu] Trangfer Punctions, Introduction to VAR Analysis.

Unit-V 06 Hrs.
Multivariate Time Series: Dackpround: Sequences and Functions, Coovolation msing Fourker
transform, Methods for Estimating the Spectral Density, Smoothing Method (Nonparsmetrie Es-

timmation of the Spectral Depsity ); Muoltivarate time series megression:  Conditional mdependence,

Partial corralation and cobwroney botwees Dl serbis, |-T I

n,

-
Unit-VI O Hrs!

L

' v
'q|'-l'|'-:| :,_.|.|_|::'__;. 3
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Mon Linear Time series: The ARCH model: Feature of an ARCH, interpretation of ARCH model,
The GARCH model: Existence of stationary solution of o GARCH{1.1) and Bilinear models.

Text Books:
1. Walter Enders, “Applied Econometric Time Serles™, 4 Edition, Wiley, 2014

2. B. V. Vichwas and Ashish Patel, “Hands-on Time Serles Analysis with Python”, 1% Edition,
ﬁprt-.ﬁl D))

Reference Boolks:
{. Chris Chatfield, “Time Series Forecasting™, 1% Edition, Chapmun & Hall/CRC, 201

2 Douglas . Montgomery, Cheryl L. Jennings and Nurat Eulshel, “Tntrodudction to Time Serkes
Analysts and Forecusting”, 2™ Edition, Wiley, 2015

3. Aileen Mielsen, “Practical Tine Series Analysis”, O Reilly, 2019
4, Jumes [} Hamilton, “Time Series Analysis", Princeton University Press; 1094,

b, Hobert H. Shomwsy and Dovid 5, Stoffer, "Time Series Apalysis and Tts Appheations”, Spanger,
2030000

Web Links:
1. A eourse on Time Series Anadysis. httpe/ /web.stat tamn.edu fuhasini/ teachingfiT3/ time_series. pdf

2 A comprehensive guide to Time Series Analysis. https:/ /www.analyticevidhys com /bl /2021710,
acomprehensive-guide - to-time-series-analysis/

3. The Complete Gubde to Time Series Analysis and Forecasiing, hitps://townrdsdatascience.com/the-
completegnide- to-time-sries-analysis-nnd-forecast mg- Tdd 7 leTTH

Evaluation Scheme:

Theory :

Continuous Assessment {A):

Subsject toncher will declure Teacher Assessment criteria at the start of semester,

Continnous Assessment (B):

L. Two term tests of 10 marks sach will be conducted during the semester.

2. Average of the marks scored in both the tests will be considersd for final grading,
End Semester Examination (O):

L Question paper based on the entire syllabos, summing up to 65 marks.

2. Total duration allotted for writing the paper 2 2 hes.




Time Series Analysis Laboratory
(22PECS5052L)

Practical Scheme Examination Schems
Practical : 02 Hre fweek Teackuer Assegiment @ 20 Marks
Credi : Total ;: 25 Marks

Course Ohjectives:

Lo To Tutreduce studests to Time seche characterlstics sod Detecting s Trends
2, To beeoms fumikinr with sessonality, Data srangling and preparation of tine series duti.

3. To become Tamilinr with AR Maodel Moving sverage model, ARMA model ARIMA tnodel
SARIMA Model,

| CO | Course Outcomes Blooms| Blooms
Level Description
L8 Understand and Debecting trends in Thoe serles Daita L3 Upiclerstand
coe Annlyuing Sensonulity in the time sories Dataset, 14 Arinlyae
Coa | Apply Dats Wranghng and prepare for time series Dato L3 Apply
Cid | Build vartous model For time Serjes L3, LG | Apply, Create
|—'- |
T

&3




List of Laboratory Experiments

#

Suggested List of Experiments:
1. Trewds:

{a] Detecting trends wsing Hodrick Prescott Filter,

(b} Detrending a Time Series (Pandas, SeiPy Sigual, HP filter)
2. Searcmadity:

(o) Multiple Box Plats.

(b} Autocorrelation Plot

(e} Dyseaxoning of Time-Series Tintn.

(d} Seasonal Deconposition{ Additive and Multiplicative)

(o) Deteoting Cvelie Varistions,

A. Data Wrangling and Peepaeation for Time Series Data

4. Smoothing Methods: Simple exponential, Donble exponential and Triple exporential.

G, Making Data Stationnry wing Augrsented Dicky Puller Test.

6. Autoregressive Moving Average Maodel,

T. ARIMA Molel

8. YAR Muodel,

0. ARCH and GARCH Modele
1. Mini Project.

Aaiy other experiment based ou syllabus may be included, which would belp the learner $o understand

topic coneept.

Evaluation Scheme:
Laboratory:

Continuous Assessment {A):
Laboratory work will be hased on 22PECSE052T with minbmmm 10 experiments to b incorporated.

The distribution of marks for term work shall ke as followe &
1. Performance in Experiments: 05 Marks

& dowrnad Submission: B SMarks




3. Viva-voee: 06 Marks
4. Subject Specific Lab Assignment /Case Stuchy: 10 Maorks

The final certification and asceptisnce of term work will be subject to satisfactory performance of

Iaboratory work and upon fulfilling minimum passing eriteria o the term work.

Bt



Digital System Design (22PECS5053T)

Teaching Scheme Examination Scheme
Lectures - 03 Hrs /weak Term Test ; 10 Marks
Credits 2 04 Tencher Asseszanent @ 25 Marks

End Sem Exam ¢ 65 Marks
Toral Marks ; 100 Marks

PrEI‘EquiSitE: Basie Eleetrical L Elsctrombics Enginesring,

Course Objectives:
L T introduee -differont digital codes and their conversions
2, To utroduce methods for minimizing logical expressions.
3, To outline the formal procedurs to desipn eombinstions] logie cireaits
d. To teoeduce Hip Qops and oothine the formal procedure o sequentia] et

o To illustrate concept of programmable devices

&n

CO | Course Duteomes Blooms:| Blooms

Leval Description
CiM | Explain different digital codes and their conversions, L2 Undderstand
L& Minlmize loghc expressions using variows reduction tech- | LS Clreate
niques
CO3 | Analyze and design combinational logic cireuits L4 Analyze
COd | Design Rip-fops using logic gates and use them to realize | Lo Creats
different sequential circuits
CO5 | Classify different programmable logic deviees, L4 Al y e

]




Course Contents
e e

Unit-1 12 Hrs.
Digital codes and hinary arthmetic: Signed Binary number represestation: Sign Magnitude, 1's com-
phement, s ecomplement represaotation and binary arithmetics. Codes: Binary, BCD, X5-3, Gray

eodo, ASCIL ERCDIC, Parity. Hamming, converskons;

Unit-11 08 Hrs.
Minimization technigues and Logie gates: Logie Gates: AND, OR, NOT, NAND, NOR, Exchmive-OR
and Exelugive NOR, Implenentations of Logic Functions using universal gates, Boolean postulntes
aid laws - Di-Morgan's Theorem, Boolean expression - Minterm — Maxterm - Sumoof Products (S0

Froduct of Swms (POS) Minimbzatbon of Boeolean expressions — Karnaogh map Minimization -

Cine - Me Cluskoy method of minimization, don't care eonditions,

Umit-ITI (04 Hrs.
Design of Clombinstionsl Logicl Iniroduction to eombinstional logic, Code eomverter! BOD, Excess-3,
Gy eocle, Bioary Code, Half Adder, Full Adder, Half Subtractor; Full Subtractor, Binary Adder,
BCDy ndder, Look ahesd carry gonerator, Multiplexens MUX tree, Encoder, De-multiplexer & De
coders, Implementation of S0P and POE using Multiplexer & De-multiplexer /Decoder

Unit-1V 09 Hrs.
Sequentinl Logie Designe Introduction to sequential logic; Flip- flop: SR, JK, I, T; Presst & Clear,
Truth Tables and Exeltation tables, Conversion, Shift Registers: SIS0, SIPO, PISO, PIPO, Di-
directionad, Counters: Asynchronous counter, Synchronous counter, ring counters, Johnson Counter,
Modulug of the counter. State Machines: Basic design steps- State diagram, State tahle, State rodue-
tion, State wsignment, Mealy and Moore machines represontation, Sequence detectar

Unit-V 06 Hrs.
Programmable Logic Devices: Programmable logic devices: Architecture of PROM, PAL, PLA, de-
signing combinotionnl cironits using PLDz, General Architecture of FPGA and CPLD, Introduction

ta Hirdwnire Description Languaago.

Text Books:

Lo Jolin F. Wakerdy, “Thigital Design Principles and Practices™, 5™ Edition, Pearson Education,
a01% &

e

b3

R. P Jaln, “Modern Digital Electronics™, 4*" Edition, Tata MeGraw Hill, 20100

o '
3 \ o Y
d. ML Morrs Mano, “Digital Logh sl computer Desdgn™, 4" Editlon, PHL, 2000 o & o ‘,f

i
a7 T
<l



Reference Books:
1, Thomas L. Floyd, “Digital Fendamentals”, 11*" Edition, Pearson Prentice Hall, 2005

2, Mandal, “Digital Electronlcs Principles and Applications”, 1** Edition, MeGraw Hill Education,
2000

3. Ronald ). ‘Tocci, Neal Widmer, “Digital Systems Principles and Applications”, 12*" Edition.
FHI, 217

4. Donald P Leach, Albert Paul Malvino, “Digital Principles and Appllcations™, 8" Edition, Tota
MeGraw Hill, 2015,

5. Balobanian, Carlson, “Digital Logic Design Principles”, 37 Edition, Wiley Publication, 2000,
6. Holdsworth and R O, Wobds, “Digital Logie Design”, 4t Edition, Newnes, 2002,
7. William L. Fletcher, “An Enginesring Approach to Digital Design®, 108 Edition, PHI. 2005,
Web Links:
1. Digital Electronic Cirewitg Lab: hitp:/ fvlabe fitkgp. se.in/dec /4
2, Virtunl Lab: https:/ /cseli-lith.viabs.acin / List%200f% 20eperiments. hitml

. NPTEL Course: Digital System Design: bttps: / /nptel.sc.in/courses /108106177

Evaluation Scheme:

Theory :

Continuous Assessment (A):

Subject teacher will declane Teacher Assessment criterin at the start of semester,
Continuous Assessment (B):

L. Two term tests of 10 marks esch will be conducted during the semestar.

2, Average of the marks scored in both the tests will be considered for final grading.
End Semester Examination {(C):

L. Question paper buised on the entire syllabus, summing np to 65 marks:

2. Total duration allotted for writing the paper fs 2 lirs.




Digital System Design Laboratory
(22PECS5053L)

Practical Schome Examination Scheme
Practical : 02 Hrs. [ weck Teacher Assessmont @ 25 Marks
Credid i Total : 25 Murks

Course Objectives:
L. T Jesrn the fundamental concepts il asethods for design of digital cireadts,
2, To provide basie knowledge of simplifving Hoolean expressions using logio gates,

A To learn the soncept of sonstructing logie gates using universl pales

CO | Course OQutcomes Blooms| Bloorms
Level Description
&4} Hi:lll.p”r_'..' Blierdissin 1:*.'1[:-r¢':<r=5|rr1:|h ||_~=i||;e| Erlf_‘ir' Eates L4 .|-‘I.|:'|¢'|.|_'.':i_-|'_—
CO2 | Construct basic gute osing univesal gales L3 Apply
COY | Construct binery to gray eode and gray to hinary code con- | L3 Apphy
verter.
COd | Design and implemeont adder and subtractor civeuit. L& Cresto
CO5 | Realization of comparator circuit. Lb Create
CO6 | Realizntion of counters and fip fop LG Create
COT | Implementation of basic gates, multiplexer, demultiplecer, | LG | Create
counters ete. using VHDL, r
A
s I
o ek .
{E@'r _,I'r
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List of Laboratory Experiments

e — e = T

Sugrested List of Experimemnts:

1. Implement #:3 octal to binary eode eomverter weing encoder 1C 74145

%5

 Verify different logic gates (introduce logie families OMOS and TTL and electrical and switching

PLEEEELE LTS b
3 Hin]]ﬂi_[i-z'n‘l.i:m il Hoolean fimueticns.

4. Verily Universal gates NAND and NOR and design EXOR snd EXNOHR gates using Universal

Ehtes,
& Iplement, Half adder, Full adder, Half subtractor and Full subtractor clrcaits,
g, T stndy and implezment 4-bit magnitude comparator using [0 T486 and wverily its truth table.
T lmplement BCDY adder using 4-bit binsry adder [C-7453,
&, Flip fops comersion JK to I, JK 40T and D to T FF
3, Implement logic equations using Multiplexer.
10, Deesign symchranous MO N counter asing [0-7450,
11, Werify encoder and decoder operations.
12, Implement 1:8 De-multiplexer using 1C T4138.
13, Tmplement the funclions using 81 Multipleer with the help of 1C 74151,
14, Tmplement digital circalts wo perform binery to gray and gray o hinary opsrations
16, Werify different counter operations.

i Verify the hinctions of Universal Shift Register IC 74194: Parallel loading, Right shift, Left
slnift.

17. Implement any two abaove experiments using HDL.

Ay other experiment based on syllabus may be included, which would help the learner to understind

L LT L 1

Evaluation Scheme:

Laboratory: .
Continuous Assessment (A -L;;'

Laboratery work will bé bised on 22PECSS053T with ot deast 10 axperiments fom rﬁ”"‘i.:ﬂ? 2

e incorporstis], The distribution of marks for term work shall e as follows; 'T'{,. :. >

Al 'I'h'rlur_n'ri“f



1. Performuance in Experiments: 05 Marks

2. Jowrnal Submmission: 05 Marks

4. Vive-vooe: 5 Maorks

4. Subject Specific Lab Asdgnment /Case Stody: 10 Marks

The final certificatfim wul seceptinde of torm work will be subject Lo satisbetory pecformmsee of

liboratory wark and upon fulfilling minimum passing coterla in the term work.
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Probabilistic Graph Models(22PECS5054T)

Teaching Schome Examination Scheme
Lt : 03 HI‘H..."I.'.HF'L Torm Test 1 10 Marks
Credics - Tescher Aszesmnent @ 25 Marks

End Semn Exam ; G5 Marks
Total Marks : 100 Marks

Prq-‘.-rnquisite: Maochine leaming, Probahilicy,

Course Objectives:
The objective of this course intends to model problems using graphical models; design mference
alporitlons; aml learn the structure of the graphical model from data,

— = = .
[ OO | Conrse Ouitcomes Blooms| Blaoms |
Level Description

Ci Expluin the baste Pandamentals of probabilistie graph the- | L2 Understand
ey
Oz Hlustrate warions principles  of representation methods, | L2 Unederetnnd

lesrming and inference algorithms.

CO3 | Infegrate core theoretical knowledge of graphical models to | L3 Apply

salve paabilems,
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Course Contents

Unit-1 05 Hrs.
Fundamentals: Overview and Motivation of Probabilistic Graphical Models, Stroctured Probmbills=
tie Models, Marginal and Joint Distribotions, Independence and Conditiomnl Independence, Factors
Bayesian networks (Representation): Semantics and Factorization, Reasomng Paiterns. Flow of
Probabilistic Influence, Conditional Independence, Independence in Bayesion Networks, Nailve Baves,

Applications ,

Unit-11 07 Hrs.
Temporal Models of Bayesian Network (Representation): Overview of Temporal Madels,
Dynamic Dayesian Networks (DBN), Hidden Markov Model (HMM), Plate Models

Structured CPDs (Representation): Overview of Structured CPDs, Troe- Structared CPDs, In-

dependence of Casual Influenee, Contineons Variable, Applications

Unit-111 06 Hrs.
Markov networks {(Representation): Pairwise Markov Networks, General Gibbs Distribution,
Conditional Random Fields, Independencies in Markoy Networks, - maps and perfect AR,

Unit-I'V 06 Hrs.
Exact inference (Inference): Conditional Probability Queries, MAP Inference, Analysts of Com-
plexity, Sum- and Max-product algorithms, Variable elimination, Belief propagation (message passing)
on trees, Cligue tree.

Unit-V 06 Hrs.

Inference and sampling methods (Inference): Simple Sampling. MOMC method, Gibbs sarn-
pling Algorithm, Importance sunpling, Particle filtering,

Unit-VI 09 Hrs.
Parameter Estimation (Learning): Learning Owverview, Macimnm Likeliliood Estimation for
Dayesian Networks, Bayesian Estimation, Bayesian Prediction, Bayesinn Estimuation for Bavesion
Networks, Maximum Likelihood for Log-Linesr Maodels, Masimum Likelihood for MRFs and CRFs
Structure Learning: Owerview, Likelilood Scoves, BIC and Asymptotie Consistency, DBayesian
Seores, Learning Tree Structured Networks, Learning General Graphs: Heuristic Search. :

-
3

o,

i3
re




Text Books:

1. Kaoller, D, and Friedman, N, “Probabilistic Graphical Models: Principles and Techniques™, MTT
Press, 2008,

Reference Books:

1. Jensen, F: V_and Nielsen, T. D "Bayesion Networks and Decision Graphs. Information Science
and Statisties”, 2™ Edition, Springer. 2002,

| n]

Marloes Maathuis, Mathias Drvon, Steffen Lauritzen, Martin Walnsright, “Handbook of Graph-
ieal Models”, Routhedge Taylor and Froneis groug, 20020,

3. Kevin P. Murphy, “Machine Lesrning; A Probabillstic Perspective™, 47 Printiog. MIT Press,
2008

4. Barber, . "Bayesian Ressoning and Machine Learning” 15" Edition, Cambridge University
Press, 2011,

B, Bishop, C. M. “Pattern Becognition and Machine Learning {Information Science and Statis-
ties)", 279 printing, Springer, 2011,

6. Walnwright, M. and Jordan, M. “Graphical Models, Exponential Families, and Varistional
Inferenee”, Foundations and Trends in Machine Learning, 2008,

Evaluation Scheme:

Thoory

Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criterin at the start of semester.
Continuous Assessment (B):

Iy Two ferm tests of 10 marks each will be conducted during the semester,

2. Avernge of the marks scored in both the tests will be considered for final grading.
End Semester Examination (C):

1. Question paper based on the entire syllabes, samming up to 65 marks.

2, Total duration allotted for writing the paper s 2 hus,

s

-




Probabilistic Graph Models Laboratory

(22PECS5054L)

Practical Schens

Practical 1 02 Hrs /week

Exammination Schems

Teacher Asssstien

25 Miarks

Credit n Total : 25 Marks
Course Objectives:
1. o mbroduce students lmplementation of graph modets.
3 T become familiar with variows principles of praph theory and algorithms.
i Clowrse Outeomes Blooms| Blooms
Lewal Description
£ Implement Diserete and Alarm Beayvesian Networks. L3 Apply
CO2 | Bulld Implemestation of Linear Gavesian Bayedan Met- | L3 Apply
wirky [ GEMNsz)
I e 0§ Implementation of Causal Inference, L Apply
3
g’ pai
Illri \"h-.-




List of Laboratory Experiments

#

Suggested List of Experiments:
1. Implement Dhserete Bavesian Notworks
2. lmplementation of Alarm Bwwesion Network.
3. Implementiation of Linear Gavsstan Bayesian Networks (GBNs)
4, Implementation of Monty Hall Problem using Bayesian Network.
b Implementation of Exict inference in Bayesian Networks:
. Implementation of Inference [n Discrete Bavesian Network

. Implementation of Cansal Inference.

=]

A, [mplement Apprximate Inference wsing MOMC.
9, Implementation of Parametor Learning in Discrete: Doyesian Metworks

10, Aini Praject,

Any other experiment based on syllabus may b included, which would help the Joarner to under-
gtand topic/concepl

Evaluation Scheme:

Laboratory:

Continunons Assessment (A

Laboratory work will be based on 22PECS5064T with st least 10 experiments feom the above st to

b ineorporated. The distritnition of marks for term work shinll be as follows:
1. Performancs in Experiments; 005 Marks
2, Journal Submission: 05 Macks
3. Viva-voce: 06 Murks
4. Subject Specthc Lab Assignmnent / Case Stody: 10 Marlks

The finad cortibficstion snd peceptance of e work will bee subjeet o satisfactory. performaes ol

laboratory work and apon DBl mincmom pessimg crtera in the term work

G L]



Professional and Business Communication
Tutorial (22HMCS5060T)

e

Teaching Schems: Examination Scheme
Tatorials : 6 Hrs fweek Teprher Assessinent : 25 Marks
Credits 2 002 Total Marks : 25 Marks

PI‘E[‘EqLﬂEitE! Basic eourse i Effective Communication Slolls

Course Ubjectives:

L. To ineuleate professional and ethieal aititude at the workplaos,

2 To enhance communicst ion aod interporesonal skills,
3. To develop effective emplovability skills

4. To hone written skills for techniend documemiatlon

|I CO | Course Outcormes Blooms| Blooms
_ Level | Description

il Frepare rechnical docoments using appropriate siyle, for- | L3 Apply
mat, and lnngesge.

CO2 | Use emplovahility skills to optimize carcer opportunitics. L3 Apply

083 Eruphl}' ﬂf.l.l-p'],'h-"um Ll.l|.'.]|r|i|:]||€‘r:1- 11 eorporabe st jons. L3 { ."||.j|pt_'|.'

GO Comcduet effective meetings and document the process. Ld Apply

CO6 | Demonstrato interpersonad sEilks in professional and personal | L3 . Apply
situmbions,

CO6 | Deseribe cultural differences, etiquettes, and the concept of | L2 Understand
professional ethics




Course Contents

ﬂ

Unit-1 Technical Writing 06 Hrs.
Report Writing : Types of report, Basle structure of & report, collection of data through question-
paires and survey analysis, language and style in meports.

Business Proposal Writing :Types of business propesals;, formal of propesal, langnage and style,
presmtation of proposal.

Plagiarism : Types of plaglarism, consequences of pliginrism,

Unit-IT Employment Skills 08 Hrs.
Group Discussion: Purpose of a GI, types of GD, eriteria for evaluating & GD, Dos and Don'ts of
GO,

Resume Writlng: Types of resume, structure, content and formatting of resume

Intorview Skills: Types and modes of imerview, Preparation for interview, Dos and Don'ts of .
tevview, fregquently asked quesdtions during intersiew,

Presentation Skills: Presentation strategies, overconing stage bear, techmiques to propare effsrtive

PrrmerPoint présentation.

Unit-II1 Corporate Story Telling 03 Hrs.
Basics of storytelling: Setting, characiers, plob, crisis, climax, resolubion, Beneflits of storytelling
Types of stories: Elevator piich, product stories, ovent stories, stories in presentations, storvielling
in S0P and interviews, storytelling to manage conflict or to motivate.

Storytelling technigues: Narration wsing verbal and non-verbal communication, Analveis of story-
telling strategies of corporate master storyiellors .

Unit-IV Meetings and Documentation (02 Hrs.
Planning and preparation for meetings: Planning layout of meetings, arranging logistics, defin-
ing roles and responsibilities,

Strategies for conducting effective meetings! Follow the agends, reoord discussion, observe
et ing decorum,

Documentation: Draft notice, agenda and minotes of mecting

Business meeting etiquettes: Verbal and non-verhal aspects of etiquettes.

Unit-V Introduction to Interpersonal Skills 05 Hrs.
Emotional Intelligence: Definition, difference between 10 nnd EC), bow to develop EQ.,
Leadership: Tyvpes of leadership, lendership styles, case studies.

|
Team Building: Dilerence between gronap and Geam, importance of teamwork, sirate b b e i
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good] team player,
Time Management: Importanee of time management, cultural views of time, 80/20 role, time

wasters, setting priorities and goels.

Conflict Management: Types of comflicts, strategies to manage conflict, case studies.

Unit-VI Cross-enltural communication and Professional ethics 05
Hrs.

Clommunieation across cultures: Upderstanding cultures and developing sensitivity townrds culs
tiral differemiss

Corporate etiquettes: Telephone, dining, cubicle etiquette, ete

Professional ethics; Effective work habits, accountability, integrity and excellence,

Reference Books:
1. Fred Luthans, “Organizational Belsvior™, MeGraw Hill, edition.
2. Lesiker and Peiat, "Report Writing for Business™, MeGraw Hill, edition
3. Huckin and Ofsen, “Technical Writing and Profesioual Conumunieation”™, MeGraw HilL

4. Wallace and Masters, “Personal Development for Life and Werk”, 12'9 Edition, Thomson Learn-
ing.

§. Heta Murphy, “Efective Bisiness Commumication™, Me Graw Hill, edition,

(. Shourma B.C. and Krishne Mohan, "Business Correspondence and Report Writing™, Taia MeGraw-
Hill Edneation.

T, Ghosh, B, M., “Maonging Soft Skifls for Personality Development™, Taia McGraw HIll
2. Bell, Smith, "Mansgement Commmumication™ Wiley India Editlon, 3rd edition.

4, Dr. Alex, K., “Soft Skills", 3 Chand and Company.

10, Subramaniam, R., “Professional Ethies™ Oxford University Pross,

11, Sandeep Das, “How Business Story Telling Works: Inerease Yoor Infuence and Tnpact”, Pon-
puin Random House India Pyt Lid.

Evaluation Scheme:
Continuous Assessment (A):
The term work will be enlenlated based on Totorials (10m ), Business Proposal (10m) sod Group

IHscnssdon (05em).

Th#t clistribatiom of muarks will Bee pes follows:

i. Toionak: 10 blocks

10




2. Business Proposal © 10 Marks
4. Group Discussion | 05 Marks
Total 1 26 Marks

The final certification and acceptance of jovrnal fmameal freport will b sobjoct to sacisfactory porfor-

e of Contimous Assesanent and upon fulfilling minimmen passing oricerin 3o the T4,




Semester Project-111 (22PJCS5070L)

[P o e L

Practical Scheme Examination Scheme
Practical = (2 Hrs, ek Teachir Assesiment ; 25 Morks
Credit = il End Sem Exam @ 25 Muarks

Totad + 50 Muarks

e s S e e _—— 1%

Course Objectives:

Students are mepected 1o design, stolate/implement o project besed on the knowledge aoquired
from current somester sub jects

CO . | Course Outcomes Blooms| Blooms
Level | Description
OOl | Conduet m snrvey of several svailuble Hteratures in the pre- | L4 Annlyae
ferred feld of study: |
{
CO2 | Demonstrate various/alternate approaches to complete o | 12 Uncderstand
projpeet,
CO3 | Ensure s collaborative project environment by interacting | L3 Apply
and dividing project work among team nwembers
CO4d | Present their project work in the form of a technical repore | L3 Apply
[ paper and thereby improve the technical eommunicstion
skill.
GO | Demonstrate the ability to woek In temos and manage the | L2 aderstand

conduct of the research stody,

a1



Semester Project:

The purpase of semester project is to provide exposure to students with o vardety of projects based on
the knowledge acquired from the semester subjects. This activity is supposed to enrich their scademic
experience and bring enough maturity in student while selecting the project. Students should take
this ne an epportanity to develop skills in inplementation, presentation and discussion of technical
ideas ftopics. Therefore, proper attention shall be paid to the content of semester project report which
i being subunitted w partial flilinent of te reguiresients of the Second Year aud it i imperative

that a standard format e preseribed for the report.

Each student shall work on project spproved by dopactmental committes approved by the Head
of Deepartment. a group of 0340 (5 students (max allowed: -5 stodomis in extracedinary cases, siibjoct
to the approwal of the departmoent committos and the Head of the department) shall be allotted for
each Semester Project, Each group shall submit at least 3 topics: for the Semester Project. The
departimeetal copunifive shall fpalize oue tople for every group, Semester Project Title or Theme
sheould be based on knowledge soquired doring eemester. The praject work shall involve sulficient. work
a0 that students get acquainted with different nspects of knewlsdge acquired from semester subjeets,

Student is expected to:
s Seleot appropriate project title based on scquired knowledge from carrent semester subjocts,
o Maintain Log Book of weekly work donef{Log Book Format will be as per Tahle 1).
= Report weekly to the project gulde along with log book.

Asscasment Criteriat

e At the end of the semester, after confirmation by the project guide, each project group will

submit project completion report in presceibied format for sssessment to the departmental com-
mitber | including project guids),

= Assessment of the project (at the end of the sernester) will be done by the departmental com-
mittee (including project guide).,

Prescribed project report guidelines:
Size of report shall be of minimum 25 pages. Project Report should ineluds apprapriste content for:

& Introduetion

o Literature Survey ..:'?I
[

¢ Refnted] Theory

# lmplementation details
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s Project Outcomes

o Clopchisbon

* Roferemens

Assessment eriteria for the departmental committee (including project guide) for Con-

timuous Assessment:

Gidde will monitor weekly progress and moarks alloeation will be pe per Thbde 2

Assessment criteria for the departmental committes (including project guide) for End

Semester Fxam:

Departmental conmittes (imehuliog project guide) will evaluate project as per Table 3,

Ench group shall presont fpublish & paper basod on the semestor project in roputed /poer reviewed

Conference [ Journal  TochFest  Magazine before end of the semester,

Table 11 Log Bock Format

S Week |Seart DinteiEnd Date) Work Thoxie Sigm ol Guila Sign af Coaardinstar
I
2
Table 2: Continuons Assessment Talle
Br | Exoma | Mama of | Soodena Log Book | Litoraturs | Degth of Un- | Report Tatal
Seal Siudent Adtendanes | Malntenance | Review derstanding
Mo
b 5 it B 5 a5
Tabke 3 Evaluntion Table
8r | Exnm | Mame of | Project Thesign, Hurdwirs/ | Resuli Var- | Presentatlon | Total
Seal Stodent Solsetlkm | Simulstion/ | Progroom- ifcmiinm
Ml Ll I'I:l-‘ﬂl
5 a3 B b ¥ 5
I




Employability Skill Development Program-11
(22HMCS5080L)

Practical Schems Examination Scheme
Practicial : 02 Hre wesk Teacher Assessment @ 50 Marks
Credit + () Tl = 50 Narks

PI_‘EI'E{I_I_I._::E ite: Basic Mathomatics, Busic knenwlbedge of O programming

Course Ubjectives:

L. To enhanee the problem solving skills with real life examples.

| 35

Toenable the students to-express their thoughts and knowledge on virtons nletforins.
3. Able to describe the basic database management system.

4. Able to implement basie programmbng project wsdbg pethon

CO | Coorse Outcomes Blooms: Blooms
Level | Description

CO1 | Analyse and galve the logieal problem based on words, venn | L4 Aninlyven
diagram etc,

CO2 | Understand and sobve the English comprehension, Sentenes | L2 and | Understand,

completion, Sentence Cormection problems. L4 Analyze
CO3 | Uoderstand and llustrate the conecept of Exception Han- | L2 aod | Understand,
dling, Garbage collection, L3 Apply
CO4 | Understand and describe the fundumental of DBMS, NoSgl, | L2 Unederstand
MongoDB.




Course Contents

Unit-1 10Hrs
Reasoning : Data mfficiency, Logical Deduetings; Logical Sequence of Worde, Logical Venn Dhia-
grams, Statement and Arguments, Statement and Assumptions, Statement and Conelushons Syloglism.
English: Rending Comprelension, Para Jumbdes, Cloze Test, Tenses/ Voice/ Speech, Prepositions/

SVAJ Articles, Vooab [Verbal Analogy, Sentenes sonipletion, Sentence Correction.

Unit-11 10Hrs
Modules: Modules Introduction, Importance of Modalarity programming, Import keyword, User des
fined misdules creation, Funetion based modules, Classes based modnles, Commeeting moddules, “from’
kevveard

Files Handling: Reading file chiar by character, Reading file line by line, Modes of fles, Writing into
file, Append data to a file, Reading CSV file, Pickling and Un pickling,

Garbage collection: Introduction, Tmportanee of mamal GO, Self-referenced objects, “ge’ module,
Clollired [ ) method, Theeshold fonction,

Unit-I11 BHrs
Collections Framework: Introduction to eollection of data tvpes, Importanee of Data processing,
DS alporithms mtroduction.

List: Create a list, Adding elements, Deleting elements, Pre-defined functionality of List, Mested List,
Imnutability and Mutability of List.

Set: The functionality of Set object, Frozen set, Dictlonaries, Create a dictionary, Adding elemente.
Dict: Pre-defined funetions of Dict class, Progroms using Collection types.

Unit-1V 8Hrs
Tkinter — GUI: Types of Layouts, Create Labels and THeplay images, Create Buttons, Create
Events, StringVir chas, Calealntor program vsng GUT

Basic ML Al including Projects: lterators, Nested functions, Generators, Closwres, Decorators,
Basic ML and Al PIP, Visualization ete. . .
Project Domain{Per domain 1 ar 2 peofect )

1. ML/Al Based Projects

2. Data Analysi=z Based projects

3. Test Sumimarization basid projects

Ao web serapping ol crawliog



Unit-V 10Hrs
DBMS Using Python: Introduction to Mysgl, Mysgl - Python connectivity, DDL, DRL, DML,
Transaction management exmmphes (ollback amd commit ), GUL -Database conmectivity.

MoSql Using Pythont Installation sl Confignration, MongoDB Tools, Collection and Documents,
CRUD and the MongoDB Shell, Introduction to CRUD, Introduetion 1o the MongoDB APL Creating
a Database, Collection and Docwments.

Data Modelling and Schema Design: MongoDB Database Referencis Model Tree Stroctores,
MongnDB Analysing Queries, Atomic Operations, Map Reduee, Text Search, Regulnr Expression,
Capped Collections,

Administration: MongoDB Deployment and Cluster setup, MongeDD CadlS, Trideot Spowt,
Wiorking with Replics Sets. MongoDB Sharding,

Reference Books:

I D RS Aggarwal, "Ousntitative Aptitude for Competitive Examinations”, 5. Chand Publica-

thon.

2 M. G, Vmbkateshmurthy, “Programming Technicues throngh C, Pearson Publication.

4. Behrous Forousan, "A Computer Science Structure Programiming Approaches wsing C7, Cen-
page Learning

4. YashwantKanetkar, "Let Us C7, BPB Publication,

Evaluation Scheme:
Tencher Assessment({TA):

Teacher's Assesinent [TA) will carry weightage of 50 marks. The components of TA are
1. MCGQ Toet based on Aptitude; 20 Marks
2. MOCQ Test based on Programming skills: 30 Marks
3. Tetal Marks: 50 Marks

Any other component recommended by BOS and approved by Dean Acadbemics,

The final certification snd acceptance of term work will be subject to satisfactory performance of
laboratory work mnd upon folfilling minbou passing criteris in the b wark




Machine Learning — IIT (Reinforcement
Learning) (22PCCS6010T)

Teaching Scheme Examination Scleme
Lectures. ¢ 03 Hrs./woek Term Test ; 10 Marks
Credita = 03 Teachier Adsizsgnent - 25 harks

End S Exnn @ 65 Marks
Total Marks | 100 Mearks

PI‘EI‘E:qu.iSiiE: hachine Leamming-1, AMachine Lesmmg-11 and Actificial Intelligmice

Course Objectives:
I'o make students learn to build programs that sct in & stochastio snvivonment, based o0 past expe-
rigpes using various Relnforesment Learning methods.

i) Course Chutoomes Blooms| Blooms
Level | Description
i Explain basie and sdvanced Reiiforcement Learning tech- | L2 [cderstand
LA,

— -

o2 Ideatify smitable leaming tasks to which Renforcement | L3,14 Apply,  Ann-

Fearning and Deep Reinforcement Learming techniques can [
bie applied.
G032 | Apply appropriate Reinforcement Leaming method to solve | L3 Apply |

a given problem.

_‘_..- ' y il II
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Course Contents

ﬂ

Unit-1 04 Hrs.
Introduction:

Reinforcement Learning (RLY, Elementy of Reinforcement Leamning, Reinforcement Lenriing Ve Su-
perviser] Learning. Approaches of solving Reinforcoment Losrning: Value based, policy based, model
based, Exploration - Exploitation dilemma, Evolutlonary methods, Immediate Reinforcement Lesrn-

ing.

Unit-11 06 Hrs.
Immediate Reinforcement Learning:

Bandit Problems: Bandit problems, Valee-sction based methods [sample average ), Gresdy method,
#-groedy wethod, Incremental Implementation, Non-stationsry problem, Crptimistic Initial values,

UCHE algorithm, Thempeon Sampling.

Policy Gradient Approaches: Linear reward Penoléy Algorithm, Parameterized policy representation[8),
Evaluntdon of policyi (8], REINFORCE algorithm.

Unit-111 08 Hrs.
Full Reinforcement Learning

Difference between Immediate and Pull Reinforcement Learning, Agents and Eovironment, Goals,
Rewards, Beturns, Policy in Full Reinforcement Lenrning, Episodic and Continuing Tasks,

Markov Decision Process (MDP):

Markov Property, Finite Morkov Decigion Process, Value functions, Bellman's equations. optimal
wihue funetions, Definition of MDP in Reinforcement. Learning, Solution of the Recyeling Robot prob-

lem,

Unit-IV 08 Hrs.

Dynamic Programing:

Palicy evaluation, palicy improvement, policy iteration, value teration, Asynchronous Dyoamic Pro-
graming, bootstrep, full ek ap.
Monte Carlo Mt hiodl:

ﬂd‘ﬂﬂll-ﬂgﬂh‘ of Muowte Carlo ovis D[ﬁ'muniq; PFII'!,TJ.HLLiI'.IE. Boute Carle Control, Lu]—}ﬂ:liq':‘l. ol F.I-Ili-‘l:_'qu

. « ! i i {ar

Incremnental Moute Carlo, Bees ) Assumpthons in Monte Carle Methods, Solution :IWLEHE
e “p)

Muonte Carlo Method A L T

.Il.im,-:; i-r—‘:,'ﬁ'l ;3 :"q =

Unit-V o 06 Hs

Temporal Difference Learning . '
~ut

bl



What i Temporal Difference learning. Advantages of Temporal Difference methods over Monte Carlo
and Dynamic Programming methods, TD (0), Ou-policy vs aff-policy, SARSA_ O learning,
Eligibility traces:

N-step Temporal Difference methods, On-line vs Off-line updation, TD{A}): forward view, backward
view, Traees: Accunmlaking troce, Duteh trace, Replacing trace, Equivalence of forward mnd hackesard

view, SARSATA)

Unit-V1 07 Hrs.
Deep Reinforcoment Learning:

Function Approximation:

Drwwhacks of tabular implementation, Funetion Approcimation, Gradient Descent Nethods; Linear
parnmeterization, Palicy gracdbent with function approscimation.

Deep Heinforcement Learning:

Totro of Deep Lesedog in Reinforeement, Learving, Deep lsuming tadning workflow, Categorie ol
Dieep learning, Deep Q-Metwork, Ways of improving Deep Q-Network, REINFORCE in Pull Rein-
forcement Learning, Actor-Critic Alporithm, A2C, ASC, DDPG.

Text Books:

1. Richard 5. Sotton and Andrew G Barto, “Reinforcement Learning: An Imtrodisction”, MIT
Press, 294 Edition, 2018,

2. Laurs Graesser Wah Loon Keng, “Foundations of Deep Reinforcement Learning”, Pearson Bd-
ucation, 1** Editlon, 2020

Reference Books:

1. Phil Winder, “Reinforcement Loarning [ndustrial Applications of Intelligent Agents", O Reilly.
1% Edition, ®020.

2 Cunb Spepeswari, “Algorithms for Reinforeement Lewrning,” Morgan & Claypool Publishers,
1% Edition, 2019.

3. Enes Bilgin, "Mastering Reinforcement Learning with Python™, Packt publication, 1% Editiog,
N2

4, Drandon Brown, Alexander Zai, “Decp Reinforcement Learning in Action”, Manning Publica-
tions, 1™ Edition, 2060,

8. Micheal Lanhum, “Hoands-On Belnforcoment Leaming for Games” Packt Publishing. 1 Edi

thoe. 20 =
. l rﬂ'::\h‘h‘,
fi. Abhishek Nandy, Maniska Diswas, “Heinforcement Leamning: With Open Al TensooFlow fhd'_-, %L‘x
) 'I-'!.'" .
Kerns using Python,” Apress, 1% Edition. 2018, :; E,'_-a | ..
Py /

A



Weblinks:

1. NPTEL Course in Reinforcement Lesming: https: ! fonlinecourses.nptel po.in/noe22_es75 / proview

2. Reinforeement Lesrning Course (Stanford Unaversiey
hitt ps:/ fwww . youtube.com (watch?v=FgeM3zpZibo

& Al Games with Deep Reinforeement Learning:  hoops: | townrdsdatascience.com /how-to-tanch-
n-ad G- play-gaines-decp-reinforeement-learming - 25T A 0o

4. Di‘:l;'.'p Relnforeement T.,d':'ll.|'||ij_l|_.'|.'.
httpsz/ [www vTlabscom/blog/deep-reinforooment-leaning -guicks

Evaluation Scheme:
Theory ;
Continuous Assessment (A}

Subiject teacher will declare Teachor Assessmont criterin at the start of semester,
Continuons Assessment (B ):

L. Twao term tests of 10 marks ench will be conducted during the semestor.

2. Average of the marks scored in both the tests will be considered for final grading
End Semester Examination {C):

1. Question paper based on the entire syllabuos, gumming up to 65 marks.

2. Total duration allotted for writing the paper 1= 2 hrs.




Machine Learning — III Laboratory
(22PCCS6010L)

Fractical Schome Examination Scheme
Practical 1 02 Hre weck lepcher Asgeusment = 25 Marks
{redit il Total : 25 Marks

Course Objectives:

1. Lisrn to apply reinforcemsent lnarnlng methods.

& {.'||:|.;|:u|.rr- and .-'||,:||;1.:|:.':.-!|.1 vIricH g ulgm-i.r.l!l.tn:—: waer] b peEinforesment and |l.u-i:| reinforcement l.-l-.-|.|'r|iug.

() Clourse Ohitoormes Bil:lﬂ-lr.l..s-i Blooms
Level | Description

£ Construct basic tvpes of sbgorithms and spply o relnforee- | L3 Apmly
ment lewrning wlporitioms,

OO | Apalyzing different types of deep reinforcement learning | L4 . Axindyee
iz hdegues

| O3 | Compare fechnigues usd in Reinforeement and Deep Rein- | L4 Evalunte
forcement learming.

fil



List of Laboratory Experiments

E

Suggested List of Experiments:
|. Bandit Probbemn:

s Implement Greedy and Epsilon greedy mothods.
¢ Comparison between Greedy and Epsilon Greody Policy

a UCB: Upper Confidence Do
2 Policy Greacient [Convergonee)

o [mplement REINFORCE algporithm on a CartPole/ Lunmr Lander.
4. Dwmounic Programming sod Monks Cardo Metheods

o [Implementation of GridWorld using Dynamic Programming.
v Jnik's Car Remtal using Dyoamic Programomdog.

s Gamblers Problom asing Dy nnmic Programming.

s DBlacktack vsing Monte Carlo.

» Race Track Problen.
4. Temparal Difference

# Implement Frozen Lake using SARSA.

o Implement Grid world using @ leaming,
G. Deep Reinforcement Learning.
¢ Compare the performance. of Reinforcement Leaming and Deep Reinforcement Lesrming
on 4 Curt pole. problem.
& Implementation of Deep C-Network algorithm.
o Actor Critie: Find the optimal policy using the Actor Critie method.

Ainiomumm 10 eXpETIments fromm the nh-uf&-ﬁummhni fiat or nny otler experiment or min propect busod

odi sy llabus will e included, which would help the lesrmer o spply the concept. learnt.

Evaluation Scheme:

Laboratory:

Continuwons Assessmient | A):

Labarstory work will be based on ZIPCCS6010T with st lemst 10 experiments fram the

be incorporated, The distribution of marks for serm work shall be ns follows:

62



L. Performance in Experiments: 05 Marks

4. Jowrnal Submission: (05 Marks

4. Vive-vooe: 05 Maorks

4, Subjeot Specibc Lab Assypument [ Case Stucdy: 10 Marks

Theer Bl eertificat b aud aceeptooce of term work will e subject to setiglictory performssce of
laboratory work and wpon fulfilling minitum passing criteria in the term work.

i




Natural Language Text Processing
(22PCCS6020T)

Teaching Scheme Examination Scheme
Loctures : 03 Hrs/week Term Test & 10 Marks
Credits @ 08 Teachor Apgessment | 25 Marks

End Sem Exam | 65 Marks
Total Marks + 100 Maris

PI"E['EI:I]_[i_EitEI M nchbie L-l_nrn:ing-]. Machine Learndng-11L, Foundations of Data Analyveizs. Statis
tics for Data Science

Course Objectives:

To introsduee basics of lnnguage computation Tondamental through morphalogleal somputation, syvn-
tn, semantie and discourse analyais. Apply these concepts (o develop Computathonad Medels for Real
Wiorld Applications

CO | Course Outcomes Blooms| Blooms
Level Description

[ 5 Understand the pre-processing required for linguistic data | L2 Uniclerstmmnd
tyrpes,

02 | Apply appropriate pro-procesiog technique on linguistic | L3 Apply
data,

CO8 | Amalyze different Machine Lesming samd deep harning al- | L4 Al
gorithms to develop applications based on natural langoage
PrOCESSing,

- iy




Course Contents

Unit-1 05 Hrs.
Introduction:

Generic Natural Langunge Processing (NLP) system, lovels of NLP. Knowledpe in langusge process-
ing. Ambiguity in Natura] language. stages in NLP, challenges of NLF, Applications of NLP Machino
Trunslation, Sentiment Analysis ete,

Text Processing:

Ward Tokenization and Segmentation, Lemenatization, Bag of words, N-grain language model, M-
gram for spolling correction. Edit distance - Dypaoie Programoming Approscl, Weaghted Edit Dhs-
eance, Finding Dictionary Entries with Small Edit Distances. Noiyy Channel Model, Non-word errors
Real-word errors, Evaluation of Language Models, Bagie Smoothing, Advanesd Smoothing Models
Advanced: Perplexity's Relation fo Entropy

Unit-11 05 Hrs.
Text Classification:
Text classification definition and datasets, Generative text classthiers (pnive Bayes) Discnminative
teact classifiors (logistic regression ), Bag=of-words Geoerative Classifier, BOW Discriminative Model |
Multi-lass Classification: Softmax, Gradient Deacent, Statistical significance testing, Dataset under—
atanding and cremtion.

Unit-111T 06 Hrs.
Recurrent Nenral Networks:
Recurrent Nenral Network RNNs as Langnage, BNNs for Sequence Clasmfleation, Stacked Hocurrent

MNewral network, Didivectional RNNs, Managing Context in RNNs:Long Short Term Memaory { LSTMs)
and gated Recurrent Unie GRUs).

Unit-TV 07 Hrs.
Computational Semantics and Semantic Parsing:

Vector Semantics:

Words und Vectors, Term Freguency-Tnverse Document Frequency (TFIDF], Word2veo, Continsons
Bag of Words, ELMO), Vector Visualiring Embedding’s, Semantic propertios of embedding's, B
and Embedding's Evalunting Vector Models, Cosing for measuring simibwrity, Poltdwise Motual Tnfa-

makion (PMI), PPMI vector models. Lexical Semantics: Wornl Seuses -Retations Between Senses,

Pig,
-

el Tasks, o ,
- q\ -
S gl il |
i
I"|:-. {‘:":‘.-:

WordNet: A Database of Lasdeal Relutions, Word Sense Distrbigistion Alterate WS ﬂmﬁ'ﬂﬁh,



Unit-V 12 Hrs.
Computational Morphology and Syntax Analysis:

Computational Morphology:

Morphologival Processes, Morphological Annlysis- Inflectional morphology  Derivational morpliology,
Remular expression, Finite State Aatomats, Finite State Transdueer, Morphologieal parsing with FST,
Lesicon free FST Porter stemnmer, T'wo - level Morphology,

HSyvotax Analysis:

Totroduetion to POS Tagging, Probabilistic Tagsing, Markov Models, Hidden Markov Modeks (HMM )
feii: POYS Tageing, Conditicne Rendom Fields (CRF}, Named Entitles and Named Eotity Thagging,

Coptext-Froe Crapmars-Decivation, Copstituepcy Porsing, Depondency Parsing.

Unit-V1 04 Hrs.
Dizeonrss Cohorence:

Coherence Relation, Diseourse Structure Parsing, Centring and Entity-Based Coherence, Global Co-
lierence,

Text Books:
L. Jurafiky amd Martin, “Speech and Language Processing”, Prentice Hall, 3¢ Edition, 2020,
2. Udny Kumath, “Decp Learning for NLP and Spesch Recognition™, 1** Edition, 2010,
Reference Books:
L Jelinek, F., "Statistical Methods for Speech Recognition™, The MIT Press, 2022,

2. Yull Vasiliev, “Natural Language Processing with Python and spaCy - A Practical Introduction”
Mo Starch Press, N122,

4. Sowmyn Vajjala, Bodhisattwa Majumder, Aouj Cupta, Hershit Surana, “Practical Natural Lan-
guage Processing: A Comprehensive Guide to Building Real-World NLP Systems”, O'Reilly, 1°*
Edditbom, 2020,

Weblinks:
L. Virtual Lab: -https:/ /nlp-iiith, viabs.scin/
2. Virtual Lake- hitp:/ fviabs iithac.in/viabs dev/visb bootcamp/ bootenmp/ The_Big Bang Nerds /indes. it
3. Nptel Course: - hitps:/ fnptel s in feonrses/ 106105158

Evaluation Scheme:

Thaory =

Continuous Assessment (A ):

Subject tencher will declare Tencher Assesavent. eriteria wt the start of semester.
Continuous Assessmoent (B ):




1. Two term tests of 10 marks each will be conducted during the semester.

2. Average of the marks scored in both the tests will be considered for final grading.
End Semester Examination (C):

1. Quesition paper based on the entire syllabus, sununiog up to 65 niarks.

2. Totnl duration sllptted for writing the paper i3 2 hs.



Natural Language Text Processing Laboratory
(22PCCS6020L)

Practical Scheme Examination Scheme
Practical ; 02 His fwieek Teachisr Assessmient 5 25 Marks
Credit 1 1 End Sem Exam @ 25 Marks

Totnl 60 Mark=

Course Objectives:

. To understand Preprocessing stops i NLP like Tokenizstion, stop word Removal, Lemimatize-
tiom, stemming,

2. To provide the knowledps of operations invelvisl in Natuesl Langusge Prooesaing,

3. Implement complex applications fike Information Retrieval System, Spelling Checl, Spefling
Correction, Auto complete, Text Summarization and Question Answering System,

C0 | Course Outcomes Hkmms.! Blooma
Level | Description
e i e e
[ )| Uee Natural Languags Procesing to solve langnoage rolated | L3 Apply
Liske
C02 | Develop various applications based on natural languege pro- | L6 | Create
CERSEIE. |

._nl:-f]

#‘?&\




List of Laboratory Experiments

e e e — ——— s e e e

Suggested List of Experiments:

o

i3

=]

1k

1l.

12

13.

14

. Perform Pre-processing steps in Natural language Processing (Tokenization, Stop Word detee-

tiom, Stemming and Lemmmkization
Implement Parta of Speech tagging using HMM

Implement word-embedding and TF-IDF vectors i Naturial language Processing

. Impleament ogoesee oosde] using Ngram Janguage miodel]

. Generate recursive set of sentences using Context Free Grummar, Tdentify the word senses using

Taynset” in NLTK

Implement Spellng Check, Spelling Correction and Auto complete using Lunguage nodels or
CFG.

Implement 4 Spam classifier in Natoral Lanpasge Processing

. Implement Fake News Classifier Using LETM-Deep Leaming in NLP

. Implement o Sentiment Analysis in Natural Langoage Processing

Implement NLP application on Regional Language

Implement Chuestion Answering im MLP

Implement Chatbot in NLP

Implement Information Retrieval for extmctiog Text from Webpages and Images

Mini Project

Minimm 10 experiments from the above-suggested st or any other experiment or mini project hased

on syllabuns will be included, which would help the learner to apply the copcept learnt.

Evaluation Scheme:

Laboratory:

Continoous Assessment (A):

Loboratory work will e based on 22PCCSG020T with at Jeast 10 experiments from the above list to

It incorporated, The distritation of marks for oo work shindl be s fodlows:

a

2.

Peformnnce in Experiments: 5 Marks

Juswiiiaal Sulbsinrsadns 05 Marks




3. Viva-voce: 06 Marks
4. Bubject Specific Lab Assigniment /Case Study: 10 Marks

The fnal esrtification and acceptance of term work will be subject to satisfuctary  performanes of
[aboratory work and upon flflling minimum passing eoterin in this term waork,
End Semester Examination {(C):

Oral/ Practical examinstion will be based on the entire syllabus including, the practicals performed
during laboratory sessions

il
al




Image Processing and Computer Vision — II
(22PCCS6030T)

Teaching Scheme Examlnation Scheme
Lectures : 03 Hs, fwesek Torm Tist - 10 Marks
Crodite it Teacher Assessment @ 25 Marks

End Sem Exnm : 65 Marks
Total Marks - 100 Marks

Prerequiﬂite: Mathomutics for Intelligent Systom, Machioe Lewening <1 aoad T1, TPCV -]

Course Objectives:

To imsroduce theory wnd computation related to imeging peometry, and scene understanding,  Also,
to provide exposure to clustering, classification and deep lemming techoiques applicd n computer
VSN

co Course Chiteomes Bloom=| Blooms
Level | Description

Ci Understand various dats eapturing methods L2 U plesentannd

COZ | Apply sppropriste ehgect detection and object segmentation | L3 Apply
e thods
Co3 Apply suitable method to analyee complex vision data. L3 Apply
CO4 | Dovelop suitable vision model for prediction. LA Create
_ ol
. l#:.”ﬂ‘“
" L0, |
HL 1
=
S il



Course Contents

Unit-1 06 Hrs.
Camera Geometry Maodel:

Basics of Real Apertare Camera, Lens as L3] System, Geometric Projective, 20D Transformations, 40
Transformations, Homography Computation, plamsr homograply, Camers gecmetry, Stereo geomeiny,
Linear Filtering, Correlation, Convolution, Hierarchy of Transformations, Rotational Representstion,
Wiak perepective projection and orthographic projection, coordinate system, camera parameters and

camera calibration Algorithm.

Unit-11 08 Hrs.
Object Detection:

Two Stage/Proposal: Convolutional Neural Networks for Detection: R-CNN. Fast R-CNN, Faster
R-CHN, RPCN and Mask RON: Asclitectuyre and Issues o edch alporithm. viEealation of Kemels;
Backprop-to-imagee/Deconvalution Methods

One Stage/Proposal Free:

YOLO, 550, evaluation metrics ([oll, AP}, Noo-max suppression Y OLO Loss function, Varants of
YOLO,

Unit-111 06 Hrs.
Face Recognition and Verification:

Zero-shot, One-shot, Fow-shot Learning; Siamess Networks, Triplet Loss, Contrastive Loss, Ranking
Loss; Attention Models in Vision, Spatio-temporal Models, Action/Activity Recosnition, Region-
hased comvolutional neural network, Semnntic segmentation

Unit-1'V 06 Hrs.
Generative Models:

Types of generative models: Implicit and Explicit density; Generative Adversarial Network: Vanilla
GAN, Mode Collapse in GAN, Conditional CAN, DC GAN, CAN cbjective functions, JSD Diver-
grnee, EM Distance Least Squares.

Unit-V 07 Hrs.
Object Segmentation:

Semantic segmentation, Scepe Parsing, scmantic flow, Bilinear Interpolation, Symmetry in Segmen-
tnticinn, Fentured nase pyramiid, pieelwise softmay, PEFPNet, FPM, TTNet, clustering |||::L\b§ﬁ'r-"—w|r?’"'£.-@;

. : : . : . E
segmentation, Distanee metnics] Eoelidean, Cosine, Haomming, Manbattan, Minkowski, :

Jaceard, Haversine, Sorensen-Dice), Linkage Types (Single, Average;, Complete, Centrobd f:_

T2



TUnit-VI 06 Hrs.
Motion Analysis and action recognition:

ltreduction to motion analvss, Hom and Shuncle method, Tocns-Kannde algorithin for optical Aow,
Dheep learming in optical fow estimation, Motion models. Introduetion to action recognition, Action
classifieation, Action localizntion. Spatio-Temporal Analvsie, Dymamie Steren; Maotion parmmeter esti-
pruikbon. Visnal object tracking methods and its ecamples, muleiple obijects tpncking tethods, Toresd
and Kanade Motion fectorization algoritho, Applications of Feature paint tracking: mosaicing, video

stabilizition, struetore foom mction.

Text Books:

1. Richard Szeliski, “Computer Vison: Algotithms and Applieations™. 2™ Edition, Springer;
2

2. lan Goodfellow, Yoshua Bengho, Asron Courville, “Deep Lenroing™, MIT Press, 2014,

4. Bevjamin Planche, Eliot Andres, “Hands-On Computer Vigon with TensorFlow 27, Packt Pub-
lighing, 2019

4. Gonzalez, Rafael C., and Woods, Richard E.. “Digital Image Processing™, 4*" Edition Pearson,
18,

5. Mark Nixon, “Featurs Extraction and Image Processing for Computer Vision”, 370 Edition,
Avademic Pregs, 2019,

f. Seott Krig, "Computer Vision Metrics: Survey, Taxonomy, and Analysis”, 279 Edition, Apres,
2014,

Reference Books:

I, Adrian Keehler, Gary Bradsks, “Learning Open(V 4: Computer Vision with Python", O Rellly
Media, 2010,

2. Richard Hartley, Andrew Zisserman, "Multiple View Geometry in Compater Vision,” 2™ Bdi-
tion, Cambridge University Press, 2020,

4. E- R Dawies, “Computer Vision: Principles, Algorithms, Applications, Lesrning”, 5 Ediifon
Acudemic Press (Elsevier), 2017,

4. Mohsmed Elgendy. “Deep Learning for Vision Systens”, Manning Publications, 20240,

5. Yestwanth Reddy, Kishore Avyndevara, “Modern Computer Vision with PyTord”, P%\\
Tishiing, 20020, eﬂ"'k%
Weblinks: '




1. Virtual Lab on Vision and deep learning Lab, hitps://www.eoiitbacin/ viplab/
2. Virtual Lab on Computer Vision Leboratory https )/ fewaw itk o in fee feomputer-vistan-lah

3 Course on Modern Computer Vision
https: /S erww o voutnbecom / playbist Tlist= L WRmINVIR Ve CgAd Vit E4 T 1o ToPS

4 Coursern course on Advanced Computer Viston with TeosorE low

hitps: ) Seww conrsera.org leamn,/ advanced-computer-vision-with-tensor flow

:'-.'l

Udemy course on Deep Learning and Computer Vision A-Z™; OpenCV, 55D & GANg — Udeny
G, Vison Lab: Computesr Vision http://esofitm.ae.in Aab_details. phpTarg=N0Q

7. Punded Projects on Computer Vision at NAVER LABS Europe

bitpes f feurope anverlabe com /mestarch S computer-vision

Evaluation Scheme:
Theoty :
Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criberia ab the start of samester,
Continuous Assessment (B

L. Two term tests of 10 marks sach will be conducted during the semester.

2. Average of the marks scored fn both the tests will be considered for final grading.
End Semester Examination {C):

L. CQuiestion paper based on the entire syllabos, summing up to 65 marks.

2, Total duration allotted for writing the paper is 2 hrs.

T4



Image Processing and Computer Vision - 11
Laboratory (22PCCS6030L)

Practical Schome Examination Scheme
Practical : 012 Hrs /week Teacher Assessment : 20 Marks
Credih + il End Sem Exam i 25 Morks

Torad : L Slarcks

Course Ohjectives:
To become familiar with ONN, YOLO, GAN. Transfer Learning and U-Met associated with image
proeEsing,

CO | Course Qutcomes | Blooms| Blooms
| Level Description
1 Implement hasie object detection wsing YOLO and different | L3 Apnly
CNN models on image datasat.
202 | Demponstrate fuce recognition by hvbrid imege formation for | 14 Analvze
| Tdentification of facial expression classification and detec- |
| Lirm,
CO3 | Implement image color eonversion and deep fake detectbon | L3 Apply
using GAMN. ,
CO4 | Copstruct transfer learning and U-Net by spplying Image | L3 Apply
classification pnd Segmentation, |




List of Laboratory Experiments
ﬂ

Suggested List of Experimonts:
1. Ohject Detection {CNN): Cancer Cells Thetection using Medical limage Processing,
2. Object Detection (CNN): Comparative analysts of different CNN models on Image Dataset.
3. Dbject Detection (YOLOT: Identifving webicle from o Road Treaffic CCTY video Footage:
4. Iplement transfer lewrning using the madels (CNN, YOLO, et )

Similarity-Based Tmege Matching Ushng Shamese Networks,

En

0. Fine-Graimed Imeage Recognition lor Suboategory Classtfication,

=]

. Faco Recognition: Facinl Key Point Detection, Face verifiention, Hybod tmage formation for

identification of facial cxpression classifeation and deteegion.
a2 GAN: Comverting Black and white hweage tnto Colored image
O, GAN; Deep fake Deteetion.
10, Image Sepmeentation: Tmage Categorizotion for o given Vision Dataset
11, Motion Analysis: Spatio-Temporal Analysis for Body Postures,
12, Mini Projoect
Minimmm 06 experiments from the ahove-sugpeated 1354 oe any other experiment or mini project based

on syllabus will be Ineluded, which would help the learner to apply the concept learnt.

Evaluation Scheme:

Laboratory:

Continnous Assessment [A):

Laboratory work will be hased on 22PCCS6030T with at least 06 experiments from the above list to

be incorporated, The distribation of marks for term work shall be as folloss:
L. Performance in Experiments 05 Marks
2. Journal Submission: 05 Marks
3 Vivm-vooe; 05 Marks

4, Subiject Specific Lab Assigmment /Case Siudy: 10 Marks




The final certibeation and acceptance of term work will be subject to satisfactory performance of
labormtory work and vpon fulfilling minimwn passing criteria in the term work.

End Semester Examination (C):

Oral/ Proctical exsmination will be besed on the entire syilsbus including, the prasticeals performed

during labwrstory sessions




Programming Laboratory (22PCCS6040L)

Practical Scheme Examination Scheme
Lecture ¢ 02 Hry. fweek Teacher Assessment : 50 Marks
Practical : 02 Hrs, fweek End Sem Exam G0 Marks
Credity 1 03 Total : 100 Marks

Prerequisite: Core Java and OOP concepts

Course Objectives:

1. To familiarkze students with advanced object-oriented concepts and design patterns fn Java for
vreating scalabile applications,

2 To enable students to optimize data handling through the Java Collections Fraunswork, genmmics,
sl Ehws Steeams APL

3. To eqgulp students with shills v desdgn, build, aod secure web spplicstions uang Spring and
Bpcing Boot framevworks, with o focus on dadabass conmectivity wd microserdess architecture

C0O | Course Outcomes B!IJUI:"I-; Blooms
Level Description

COL | Apply advanced object-oriented concepts and design pat- | L3 Apply
terns in Javie b develop scalabile and maintainabbe solutions |
for peal-workd problems,

C02 | Optimize data processing and performance using the Java | L3, L6 | Apply, Create
Caollections Friomework, Streams APL, and penarics.

C03 | Build secure, database-driven web applications using Spring | LG Clreste
and Spring Boot, with an understunding of microservices
and RESTl weh services,




Course Contents

Unit-1 03 Hrs.
Advaneed Object-Oriented Concepls

Design Patterns: latroduction to design patterns: Singleton, Factory, Observer, Strategy, lnple-
mepting desiem patterns i Javi

SOLID Principles: Understanding and applving SOLITY principles for hetter dosign, Examples snd
case studies.

Tnterfaces and Abstract Classes: Advaseed vses of interfaees and sbafract elasses, Defanle meth-

cals b Imterfuces {Jave B and alwwve),

Unit-11 06 Hrs,
Jova Collections Framework and Advanced Streams

Collections: List, Set, Map. and Quens interfaces, ArrayList, LinkedList, HashSet, Tree Set,
HaahMap, LinkedHashMap.

Generics: Inttoduction to generics i Jova, Creating generic classes and methods Bounded type
pParBIneters.

Java Streams: Introduction to Streams APL (Java & and above}, Creating streams from collections,
arrays, nmd 170, Stream operations: map, filker, reduce, collect, Parallel streams for performance

optimization.

Unit-1T1 03 Hrs.
Java Reflection APT

Introduction to Reflection: Understafiding the Java Reflection APT Acofssing and manipulating
class properties al runtione.

Use Cases of Reflection: Creating instances of classes dyvnamically Inspecting methods, fields, and

annotations Use of Reflection in fromeworks like Spring.

Unit-T'V 04 Hrs.
Java Database Connectivity (JDBC)

JDBC Overview: Counecting to databases msing JDBC, Executing SQL queries and mansging
resnlts, ORM Frameworks

Introduction to Objéct-Relational Mapping (OBM): Overview of Hibemate and JPA, Creating

o simpde application nsing Hiberaie

Unit-V

Bpring Framework




Introduction to Spring: Overview of Spring Framework features, Inversion of Control {IoC) and
Dependency Injection (D).

Spring Core: Understanding Beans, Application Context, and Bean Lifecyele Configuring Sprisg
with XML and Jova annotations.

Spring AOP (Aspect-Oriented Programming): Introduction to AOP concepts, Creating and
nsing mspects in Spring,

Unit-V1 06 Hrs.
Epring Boot Framework Introduction to Spring Boot: Understanding bes purpose aod advin-
tages over traditional Spring,

Setting Up Spring Boot Applications: Project strocture amd configuration

Building RESTful Web Services: Creating REST APl using Spring Boaot.

Spring Data JPA: Introduction to detsbaee interactions and repository pattern,

Becuring Spring Boot Applications: Basics of security in Spring Doot using Spring Securley,

'-.T"-j!“‘ L
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Suggested List of Laboratory Experiments:

#

1. Implementasion of Functional Interfaces, Comparable and Comparator

12

Imploseertation of Optional Class;, Dote / Time APL

3. Implementation of Anpotaticns

4. Implementation of Singleton Design Patterns.

5 Implementation of Structural Design Pattemms Behavionral Design Patterns,

. Cresting JOBC application

=]

. Implementation of different collection types (stacks, queues, vectors ete)
&, COreation of generic classes, methods

9, Use refiection APT to exnning or modily the behmdoor ol meihods, classes, and interfaces at

rumtinse.

10, Using streams APL to implément program logge by composing inctions and executing them in
f iata How,

11, Cresto n Spring application configared snth both XML amd Tova anmotations.
12 Implement logoing functionalivy using Spring AP
13, Creste s Spring Boot application with Spring Data JPA for datsbese interaction.

A minimum of 10 experiments or any other experiment based oo syllabis will be incleded, which
would help the learner to apply the coprept learnt.

Text Books:

1. Anita Seth, B.L, Juneja, “JAVA: ONE STEF AHEAD", Ondord University. Press, 1** Edition,
May 2017,

2. Patrick Niemeyer, Daniel Leuck. “Learning Joa™, O'Reilly Media, Ine, 4% Editbon, June 2013,

3 Mert Caliskan, Kenan Sevindik, Rod Jobhoson, Jtien Hiller, “Boginning Spring”, Wrox Febru-

ary 20015

Reference Books:

-,,m"-'f "-"" 3":(
1. Herbert Schildt, “Javia: The Complote Reference”, 9% Edition, MeGraw Hill,

] 1, "‘fL
2 Uam B, Ray, “Aabmnced Javsa Programmmng, Oxchard Univessaty Pross, 2005 15 g

sl
"’.',-fm,,.



Digital Resources:
I. Nptel Conrser https:/ {onlinecourses. nptel.ne. in / nocH)_esiS  preview

2. Orache links: https:/ /docs.oraclke.com (javase/tutorial collections/;
Iittpest ) (docsorache. com/javase  tutorial fjdbe /

4. Spring docnmentation: https:) (dors speing io spring-boot Sndes, hunl

Evaluation Scheme:

Laboratory:

Continuons Assessment [A): 50 Marks:

Luboratory work will he based on 22PCCS6040L with minimum 10 experiments to bo incorporatid

The distribution of moarks for term work shall be as follows:
1. Performanece in Experiments: 10 Marks
2. Journnl Subimission: 10 Marks
3 Viwevooe: 10 Macks
4. Subject Specific Lab Assigniment ) Case Study: 20 Marks

The finsal cortibestion il acceplance of term work will be sahject o sabisbitory perfommsnee of
laboratory work and upon fulfilling minimum passing criteria in the tenm work,

End Semester Examination [C): 50 Marks:

Oral / Practical examination will be hased on the entire syllabus including, the practicals performed

during lahoratory sesshona.

&2



Cloud Computing (22PECS6051T)

Teaching Scheme Examination Scheme
Lectures 03 Hrs, fweek Termy Test = 1 Marks
Credity = (13 Teacher Assessment @ 25 Muarks

End Sem Exum @ 65 Marks
Total Marks - 1060 Marks

Prerequisite: Svstem Fundamentals nnd Basic Networking

Course OUbjectives:

1. Understand the pore principles of cloud compoting, incloding paralbel snd diseribated compiting
concepts; and virtualization techniques.

2. Analyze the architecture of cloud computing, covering clowd sorvice models, types of clouds,
minl Bey migration stenbegies,

3. Explore Virtusl Private Cloud (VPC) concepts, Elastic Compute Cload (EC2) services, and
thesir role in cloud infrastructare design and management,

4. Learn cloud-based storage solutions, Database as a Service | DBanS | offerings, and ¢loud secnrity
measures bor data protection,

00 | Course Outeomes Blooms| Blooms
Lewval Deseription

CO1 | Demonstrate the ability to differenitiate between paralle]l and | L2 U nderstaned
distributed computing and understand the robe of virtualiza-
tion i cloud environments,

Co2 | Apply knowledge of cloud architecture to salact appropriate | L3 Apply
choud serviee models and types, and perform effective clowd
migrrations,

COd | Configure and manage VPCs, EC2 instances, and under- | L4 A na]y e
stand hest pmctices for cloud networking and instance mon-
AgEment .

o [nplemint cloud storage solutions, leverage DBanS, and en- | L Create
siare: robust clowd security wsing industry-standard practices
am) AWS seeurily servicos.




Course Contents

e s

Unit-1 06 Hrs.
Introduetion (o Cloud Computing:

Principles of Parallel and Distribubed Compoting: Parallel ve. distributed eomputing, Elements of
parillel computing and Distributed Computing,

Virtualization: Characterlstics of virtualized enviromments, Taxomomy of virtualizatlon technigues:
hasted, bare-metnl, Hypervisor and Xen Architecture, Para virtualization with Compiler Support,
CPU Viptualization, Other Virtualizetions: Storage, Networl, Desktop and Application Server Vie-

tualizstion, Yirtunlmation aod clond computing

Unit-11 06 Hrs.
Cloud Computing Architecturs: The clovd reference model: SAAS, TAAS, PAAS, Types of
cloude: Publie, Private Hybrid, Community, Economies of the ¢loud, Open challonges,

Migrating Applications to the Cloud: Key aspects. cloud migration techniques, phases during

mipration, cloud emulntors,

Unit-I11 08 Hrs.
Virtual Private Cloud (VPC):

Tntrodusction to VPO and its benefits, Metworking concepts within a VPC (subnets, route tables, so-
curity groups) VPC peering and connectivity options, VPC design best practices and considerstions
Elastic Compute Cloud {EC2) Service:

Orverview of EC2 and its role in cloud computing, EC2 instance types and families, Provisioning and
lmching EC2 mstances, configuring security groups and key pairs, Mansging EC2 instances (start,
atop, termimate], Elastic TP addresses and Elestic Network Interfaces (ENIs).

Unit-IV 06 Hrs.
Cloud-Based Storage: Provisioning Cloud Btorage, Exploring Clod Backup Solutions, Clood Stor-
age Interoperahility

Database as a Service: Rey advintiages of Dintabase as & service offering, Anmasan 53, Flastie Block
Store (ESR), Amazon SimpleDD

Unit-V 08 Hrs.
Understanding Cloud Security: Securing the Clond: The security boundory, Secirity service
boundary, Security mappivg, Securing Dein:  Brokored elond stomee acoss, Stormge locati : i

pats O Fa

.
teancy, Everyption, Auditing and complisnce, Establishing Tdeotity and Presence, Tldes r.|r||1.rj-|,:|:rl'|”"'1 _;.!..
L ik el g

standards; Windoas Azure identity standards (¥ ['.F

- |

&4 \K‘b{*d :



Data Protection: protect dats at rest and in transit, Identify Amazon Simple Storage Service [ Ama-
zon 53} protection fewtures, Ederypt data in Amazon 335, Differentiate between chient-gside eneryption
(CSE) and server-gide ancryption (SEE)}, Identify Amazen Web Services [AWE) services that help

protect, your data.

Unit-V1 05 Hrs.
Administration for Clouds: The AAA wadel, single dgu-on Bor cloads, ndustry nnplenentation

for AAA, authenticathon monsgement stapdards for controlling sceess, SAML, nothorization manage-

ment, accounting for meouree ofilization

Text Books:

1. Kallash Jayaswal, Jagannath Kallakurchi, Donald I, Honde, Dr. Deven Shal, “Cloud computing
Black Book”, Dreamtech Publication, 20114,

2. Rajkumar Buyya, “Mastering Cloud Computing”, MeGraw Hill Eduestion, 2017

d. Ray Rnfaeld, “*Clond Computing: From Beginning to End”, CreateSpace Independemt. Pubibish-
ing; 2015

Reference Books:

1. Temitayo Faghola, Kamal Kant Hiran, “Cloud Computing: Master The Concepts, Architecture
and Applications with Real- World Examples And Case Studies”, BPB Publications, 2019.

2. Dr. Sunilkumar, 8. Manvi, “Cloud Computing: Coneepts and Technologies™, CRC Press, 2021,

3. Ricardo Puktini, Thomas Erl, and Zaigham Mahmood, “Clowl Computing: Concepts, Technal-
ogy & Architecture,” Pearson Publication, 2013,

1. Michael J Kavis,*Architecting the Cloud,” Wiley, 2014,

:‘_1

Thomas Erl, Zaigham Mahmood, “Cloud Computing: Concepts, Tochnology & Architecture®,
Poarson Education, 2014,

Weblinks:

LA comrse on Clowd Computing
Irtt-pﬁ;,-",."r.mlituemurm.npw]_u.:'lujmu'ﬂi_m'mlf'mﬁew

2. A comprebensive guide to Social Network Analysis: | A"W: .
bvrpsz /S wwrw nmalytbesvidbiva. com hlog 2021 004 what-i-clond-con rpt ng,! : .s-}!‘ -

3 AWS Clowd Berviees: httpes:/ fdosaws.amazon.com/ [ Tac2=h_gl doc.do

Ha



Evaluation Scheme:
Theary :

Clontinuons Assessment (A ):
Subject tencher will declare Teacher Assessment criteria at the start of somester,
Contimuous Assessment (B):

1o Two term tests of 10 marks each will be conducted during the semnster
3. Avernge of the marks scored i both the tests will be considered for finad grading,

End Semester Examination (C):

L. Question paper bosed on the entire syllabus, summing up to 63 marks.

2. Total duration allotbed for writing the paper i 2 hrs.




Cloud Computing Laboratory(22PECS6051L)

Practical Sehema Examination Scheme
Prastbcal ¢ (82 Hr= /fwerek Teacher Asssegement @ 25 Marks
Crodit (¥l Total ¢ 25 Marks

Course Objectives:
Ter guicde stiaderts i mastering he practieal skills T{'qu:rl::f'l_ i effoctive cloud compating, covering o
'-\'-.III' LI e ‘|||.- k.‘l'_‘- l']ll11|l !'.E'r'l.'il'l"’." il.'ILIJ i'l.l'l\.'lljll‘t'LIlI'Il.J |1"|.'.|1'|I;|'|'|'|:|I.E':-.

OO | Course Outoomes Blooms:| Blooms
| Lewvel Diescription
CO1 | Apply virtualization techniques and clowd lnfrastructure | L3 Apply
CORepis |
G Configire wod manage cload compuate and clood netwmrking, | L4 ||'I.||.||.]_'..';:4_-
E'UH |||||r|l'||.|1'|1r uaer skt irﬂr'in:'-n |:u|{ |:"¢'|:|1|_r] 5tu]'.:|_g_1' m]]:l:.intl.s L3 -'!.pr_lh'




List of Laboratory Experiments

#
Suggested List of Experiments:
i. Virtualisation:

& Hembed Virtualisation

s Bare hWetal Virtoalisation

b

Host a Static Website on clond,

4 Create asd mipgrate refational database on cboid,

4. Create a Virtual Private Clouds and establish cormections between each other.

G, Imploment user level authentication on vour elond applications.

6, Trophement Load balancing on your created cloud application

7. Antomste Infrestrocture Development.

8. Implisment serverless sichitecture and eonfigure notification services

8. Implement Hyboid storage and Daeta Migraton,

1k Mini Project
Minimum 10 experiments from the above-suggested lBt or any other experiment or mind project based

an gylabus will be included, which would help the learner to apply the concept learnt

Fvaluation Scheme:
Laboratory:
Clontinwous Assessment [A):

Laboratory work will be based on 22PECS6051T with at least 10 experiments from the above list. o

b iwscorporated, The distribution of marks for cerm work shall be as follows;
1. Performanes in Experiments: (05 Marks

2. Journal Subonission: (05 Marks
3. Vive-vooe: 06 Marks

4. Subject Specific Lab Assiament /Clase Study: 10 Mucks

The el certifiestion sl acceptance of tenm work wall e subject to sasisfaoory ]J_Hg'ﬁ'r‘i"inn:u::l- o

labratnry work and upon fulfilling mimmweoem peesiog eriterie e thie term work I-’;“?'-ﬁf i




Recommender systems (22PECS6052T)

Teaching Scheme Examination Schome
Loctures = 08 Hes, Sweek Term Test ; 10 AMuarks
Crodits & 03 Tty Assessawnt ¢ 25 Marks

End Sem Exam @ 65 Marks
Tovrnd Muavks = 100 Marks

P[’Erl?!{l“i,ﬁit.&: Statistics forf Data Scence. aod Machine Learnmg - 1

Course Objectives:
Tor prowide studenrs wich the baste coneepts of Reeommoender Svetems, design spece, irade-offs and
its application in variows domain.

CO | Course Outeomes Blooma| Blooms
Level | Description

0l I: Compure different types of Recommender Systiens L5 Evaluais

L . Understand variouws jssnes related oo peccrmmetvler syvstem | L2 Uriderstand
develapment.,

OO | Design s recommender system for s given problem. LG Create

(04 | Relate data collected from a recommender syste to under- | L4 Analvaee
stand wser preferences and for bebusior,

bt



Course Contents

e e

Unit-1 09 Hrs.
Introduction {o Recommender Systems:

Recomuender Systems Function, Techniques, Application and Evwalustion, Recommender Systems
and Human Computeér Interaction, Trust, Explanations and Persuasiveness, Comersational Systems,
Vieualizathon, Biases in Recommender Systems: Statistical, cultural and cognitive, data and algo-
rithm bias nd self-selection biases, lmsues workmg with RSs data seds: The cold-start problem.
Recommaendation System Properties:

User Preferemes, Prediction Accuracy, Coverage, Coofidence, Trust, Kovelty, Serendipity, Diversaty,
Utility. Risk, Robustness, Privecy, Adaptivity.

Performance evaluation of RSs Experimental settings:

Evaluation metrics: Rating prediction and accurscy, Ranking Measures: NDPM, Spearmean’s | B-
Goore, MAFP, NDOG, MRR, implicit/explicl. Other metrics: fairness, coverage, diversity, novelty,

srroe]ipaty,

Unit-11 05 Hrs.
Content-hased Recommender System:

High level Architeetun: of Content-based Systems, Advwantages and Drawbacks of Content-basesd Fil-
tering, Hem profiles, discovering features of documents, obtaining item features from tags, repre
srnting item prafiles, Methods for Learning User Profiles, Similarity based retrieval, Classifleation
algorithms, Knowledge based recommendation: Knowledge representation amd ressoning, Case based

recormenders,

Unit-ITI 06 Hrs.
Meighborhood-based Recommendation Methods:

Advantages of Nelghborhood Approaches, Neighborhood-based Recommendation, User-hasad Rat-
my Prediction, User-brsed Classification Regression Ve Classification, Item-based Recommendation,
Usor-hased Ve ltem-based Recommendation, Rating Normalization, Similarty Welght Computation,
Neighborlwsod Selection, Advanced Technigues: Dimensionality Reduction Methods, Graplh-basesd
Methesls, Feature selection. Item representation, Methods for leaming nser profiles. Modol based and

preprocessing hased approaches, Attacks on eolishorative recommendor vt

Unit-1V 06 Hrs, :

Collaborative filtering-based Recommender Systern: .“\L

Buaselme predictors through beast squares; Tmplicit feedback, Motrix factorsationomodels; SVE,

SV, Thne-aware factor model, Comparison, echo chambers, data drift and Lulueﬁl, dr‘}:ﬂ. Melgh=

EH:' \If{l' 'I::'_.- -

24



borhood models:

Similarity mensores, Similarity-based interpolation, jointly derived interpolation weights Global
neighborbood model, Factorized neighborhood model, Temporal modets,  Step-hy-step solution of
the RS problom Tempeoral dynamics at neighborhood models snd Between weighborhood and factor-
izathon.

Unit-V 07 Hrs.
Constraint-based Recommenders:

Development of Recommender Knowledge Bases, User Guildanes In Recommendation Processes, Cal-
culating Hecommuondations.

Context-Aware Hecommender Systems Trust:

Context In Recommender Syvstems, Modeling Contextual Information o Recommendesr Systems,
Parsdigmie for Incorporating Context in Recommender Systems: Contextosl Pree Filtering, Con-
teectunl Post-Filtering, Contextual Modeling, Combining Multiple Approaches, Additionnl Tsswes in
Context=-Aware Recommender Syatems.

Unit-VI 06 Hrs.
Hybrld approaches:

Deep Recommender systems, Multimodal Recommenders,: Monolithic hvbeidization destgn: Feature
eombination, Featurs mypmentation, Parallelizsd hybridisstion design: Weighted, Switching, Mixed,
Pipelined hybridization design: Cascade Meta-level, Limitations of hybridization strategies, deploy-
ment of reonumender systems for ghven tmeframe fusers Sibems, Testing and Explainsbility in recom-
meniders,

Text Books:

1. Junnach D, Zanker M. and FelFering A., “Recommender Systems: An Introduction”, Cam-
bridge University Press, 1% Edition, 2011.

2. Kim Falk, “Practical Recomimender Systems”, Manning, 1% Edition, 2019

4. Menouselis N., Drachsler H., Verbert K., Duval E., “Recommender Systems for Learning”,
Springer, 1*' Edition, 2013,

4. C.C. Agarwal, “Recommender Systems: The Texthook™, Springer, 1% Edition, 20106,
Reference Books:

1. MDD, Ekstrand, 1.T. Riedl, JA: Konstan, “Callaborative filtering recormmender systems", Now
[rblinbiers; 1*! Edition, 2011

2. L Leskoves, A, Rajavaman snd J, Ullman, “Mining of massive datasets™, rnl:lll.;'lf"ll.l.j:llt'r gnd
& A,
Edition, 2012, .=

b1




3. Bounak Banik, “Hapds-On Recommendation Systems with Python: Start boilding”, Ingraem
short tithe, 2008

4. P Pavan Kumar, 5. Vairachilal, Sivisha Potlurd, “Hecommender Systems: Algorithms and Ap-
plications”, CRC Press, 13" Edition. 2021

Weblinks:
L. Udemy eourse on Becommender Systems aod Deep Learning in Python:
2. hitps: ) /realpython oom g Build-recomnendation-engine-col laborn tive-fil bering

4, Counsera. course on Recoanmender Systemes Specinliaition:

hitpe: ) Swwrwr conrsera org ) spcindizations) recoommaend er-systoms

Evaluation Scheme:
Theory &

Continuvous Assessmont (A):
Subject teacher will declare Teacher Assessmont criteria at the start of semester.
Continuous Assessment (B):

1. Two term tests of 10 murks each will be conducted during the semester,

& Aversge of the marks scored in both the testa will be considered for final grading.
End Semester Examination (C):

L Question paper bised on the entire syllabug, summing up to 65 marks,

2. Total duration allotted for writing the paper i 2 e

g2



Recommender systems Laboratory
(22PECS6052L)

Practical Scheme Examination Scheme
Practbeal - k2 Ht‘:-.l."WI‘.-EL Tearher Assessment @ 25 Marks
Creddit il Total : 25 Marks

Course Objectives:

1. To equip students with the knowledee and skills to analvze, design, and evaluaie vacous mee-
ammendation system algorithms,

2. To enable students to implement sdvanced recomimender systems: using wdvanced algorthms
nnd] technologles, optimiee their porformance for real-world applications

CO | Course Outcomos | Blooms| Blooms
Larviel Description
{01 .'\J!l'l.]y.n'.!'! reccinbi e H!u'.‘i-il.‘.ru ilaknaets, .'I.IJ.I|-III'I|IIrI.Ih. .EI.III: |||:'r- |_.-J. ."!.r|_u].1.':.l_'4_l

formpnes neross diverse applications.

CO2 | Design ond implement advanced rocommendation systems:| L3, L6 | Apply., Create
using machine learning technigoes and algorithms,

COF | Develop and deploy context-mware and constraint-based ree- | L3, L6 | Create, Apply
ommender systems for real-world e-comimeree and netwaork

applicatinng.
CO4 | Optimize and deploy scalable recommender systems loverag- | L3, LS | Apply. Evalu-
ing cloud platforms and innovative algorithms ke PageRank e

powd mssoeintion mining.




List of Laboratory Experiments

—

Suggested List of Experiments:

|, Provessing and snalysis of public meconmmender systems dotasets, and - performancs evaluation

and comparison [ Master spreadsheet- hased tools,

2. Compare and analyze performance of Content-based recommendation engime on different distpsens

for Book, Movie, Song, prodact Recommendation.

3. Implemont Recommendation System using K-Nearest Neighbors and evalunte its performance

on different datase

1. Build project-associabion recommenders usiog assockibon role miniog

i

Build & Recommeondation BEvgine with [tem-Basged Colloborative Filterimg.

G Lmplement Coptext-Aware Recommender Systems Trust

=2

. Build Constralot-hased Recommenders to provide valuakle support for vsers searching for el

ticks e sierviess o ecominerce environiments,

&, Implement Hacker News algorithun fSabreddit User Recommiendation Systein based on Netflix's
Algorithm.

& Implement Beyesian personalized ranking using matrix fsctorization algorithim.
10, Implement Google PageRank algorithm for recommendation,
1L Implement unsgupervised learning - Auwtoencoders and Hestrictd Boltzmann Machines,

12, lmplement recommender systems in 5G wireless networks for optimizing wireless network per-

formance and deploy designed recommender System as Hosted Toternctive Web Servicee on AWS,

13, Mimi F.I'HJI!I.'.'I.

Minimum 10 experiments from the above-suggested list or any other experiment or mini project based
on syllabns will be included, which would holp the lenrner to apply the concept learnt.

Evaluation Scheme:
Labaratory:

Continuous Assessment (A): = G Ve o

Iul]hLH'HLI.II.':'.' wutk will be based on 2PECSG05ZT with ol lead 10 e inniets fronn Ui i‘.]_ll:m' Hsth ¢ _ ':_-‘1:"-

he incorporated. The distribution of marks for term work shill be as follows: == I =

1, Terdormanee m Expenments: 05 Marks

g



2. Journal Submisston: 05 Marks
3 Yiveevooe: 05 Marks
4. Subject Specific Lab Assigrment [ Case Study: 10 Marks

The final certification and sccoptance of term work will be subject to satisfctory performanes of

Talsorntery waak anned g fulliflig mduinmn peesing criteria in the tenn work

]



Embedded Systems & RTOS (22PECS6053T)

Teaching Scheme Examination Scheme
Lestures (K3 Hrs. /woek Term Test © 10 Marks
Croedits 03 Teacher Amsessment @ 25 Marks

End Sem Exam @ 65 Marks
Total Marvks ¢ 100 Marks

Pl‘-El‘-Eﬁui,SitEt Microprocessors and Microcontrollers

Course Objectives:
To study concepts invelved in embedded hardwace and software for systom realization.

L B ] Course UDutcomes Blooms| Bloomsa
Level | Description

L) | Identify md describe vanous characteristic featums und ap- | L3 Apply
prllead i of einksesded systems

02 | Analyze and identify hardware for crabedded system imple- | L3,L4 Apply, Ana-
mentations. Iy

COF | Analyse and identify various softwire swes nvolved in em- | 13,14 Apply,  Ans-

bedded systems for real time requirements. Iy
CO4 | Analyze and explain the design life-cycle for embedded ays- | LALS | Analyze,
tem implementation, Evalunte




Course Contents

#

Unit-I 04 Hrs.
Introduction to embedded systems

(haracteristics and Design metrics of Embedded systom, Teal time systeme: Need for Real-time sys-
et Hard-Soft Real-time systems,, Challengss in Embedded Syetem Design: Power, Speed and Coda
density, Power supply considerations in Embedded svsiems: Low power features-Tdle  Power, down

moce, Skeep mode, smd Browp-our detsction

Unit-1T 08 Hrs.
Embedded Hardware

Introduction 1o Embedded Architecturer Embaedded coves, Types of memaries, Semsor Interface, Com-
munication Interfces: Comparative stidy of serial sommunication interfaces {R5-232, R5-485), 5P,
1202, CAN, USE, Wired LAN {Ethemet) {[EEE -B02.3), Wirchss LANs Loog Distanes Conm,, Wire-

Iems Fidelity — TaRA Mesh. Selection exiteria of above intertaces.

Unit-TIT 08 Hrs.
ARM Architecturs

Comparative study of A, B & M seres of procesors with introduction to different fnmilies pod their
capahilities- use cases. Understanding the Cortex MOS0, M3, M4, M33, M55 and MT in terms of
scalnbility from low performance applications 1o base server applications and moving towards 64-
bit nrehibectore. Introducing Pipelining Coneepte & bagio instruction features soch as ARM Mode,
Thumb and Thumb 2 mode, Instruction and Data Coches [Cortex-M7 and Cortex-A); FPU MPU Co-
processors. [ntroducing the STAH 32 F4406 RE Nucleo Board and its capabilithes with sensor interfacing

Unit-TV 08 Hrs.
Introduction to HTOS

Reak-time Operating systom:  Need of HT0S in Embedded system soflware and comparison with
GPOS, Foreground /Dackground processes. Intermupt latency, Task, Task- states, Multi-tesking; Con-
tect switching. Thak scheduling, Scheduling algorithons - Riste Monotonie Seheduling, Earliest Dend-
line First, Inter-process comnnmicetion, Semaphore, Mailbos, Message queues, Event timers, Task
synchronization- Shared data, Priority inversion, Deadlock, Memory Management, Shared Devices

and Mutex (Prioriey Inversion within 1) Oritical Code Seetions (Dsable Schedoler temiporarily ),

Unit-V )6 Hrs,
FPractical Implementation of BRTDS Concepis with FreeRTOS it Il :
Introdduction to FreeWTOS: Owverview of FreeRTOS and s featares, Beancfits of 11|u|!|3 Fr




embedded systems. Setting up the STM32 F446 Nucleo Board for FreeRTOS, Implementation of task
scheduling. Context switching in FreeRTOS, Bypehromzstion Mechanisms in Free RTOS, Creating
and using semaphores. Managing memory in FreeBTOS. Demonstrating task synchronization techs

nigues (e, shared data manngement, priovity oversion hand g,

Unit-V1 05 Hrs.
Systom Integration, Testing and Debugging Methodology

Embedided Product Design Life-Cycle (EDLC). Hardware-Software Co-design Testing & Debug-
ging: Boundary-sean/JTAG Interface concepts, Hlack-Box testing, White-Box testing, hardware em-

ulation, logie analyzer,

Text Books:

L. Dv. K. V. K. K. Prasad, “Embedded Real Time System: Concepts, Design and Programming”
Direarntech, Mew Delld, 3014,

2. Perry Xino, “Designing Embedded Svatems & Internet of Things with ARM mbed”, Wilsy, 1
Edition, 20HS,

4. Sriram Iyer, Pavkaj Gupts, "Embedded Real Time Systems Programming”, Tata MeGraw Hill
Publishing Company fud., 1** Edition, 2017,

Reference Books:
L. David Simon, “An Embedded Software Primer”, Pearson, 15 Editicm, 2000,

4. Jonathan W. Valvano, “Embedded Microcomputer Systems-Heal Time Interfacing”, Puhlisher-
Cengage Learning, 3™ Edition, 2012,

4. Andrew Sloss, Domnie Symes, Chris Wright, “ARM System Developers Guide Designing and
Optimising System Soflware”, Elsevier, 1** Edition, 2004

4, Frank Vahid, Tooy Givargis, "Embedded System Design-A Unified Hardware/ Soltware Tntro-
duction”, John Wiley & Sons Inc., 15t Edition, 2002

. Shibu K. V., “Intrecuction to Embedded Systems”, Tata MceGraw Hill Education Private Lim-
ited, New Delli, 15 Edition, 2009,

Weblinks:

1A vourse on Embedded System Design with ARM:
hitpe:/ farchive nplelac.infeonvses /106 /105 /106106193

2. A course on Real Time Operating Svabein:

hitpe/ [onlinecourses nptel ac.in/ noc20_cs 16 preview

a8



A A eouwrse on Design of Internet of Things:

hittpe:/ fonlinecoumses. nptelsc,in/ noc2 1 eelh )/ preview

Evaluation Scheme:

Theory :

Clontinuous Assossment (A):

Subject tencler will declave Teacher Assessment criteria nt the start of semester.

Continuous Assessment (H):

1. Twis termy tests of 10 marks aach will be condocted during the seowsster

2. Average of the mnrks scored in both the test= wall be conswdered for fnal grading,
End Semester Examination {(C):

L. Question paper based on the entire syllabus, summing up to 63 marks.

2. Total duration sliotted for weiting the poper is 2 b




EE———— e e s e R s, e s S

Embedded Systems & RTOS
Laboratory(22PECS6053L)

Practical Scheme

Practical : 02 Hre fweok
sl

Credit

Course Objectives:

1. To mtrodoee the Bullding Blocks of Ewlwedded System,

2. To Educate (n Various Embedded Devolopment Strategies,

Examination Schome

Tencher Assesnnment ¢ 25 Marks

Total ' 25 Nlnrks

3. To Intradoes Bus Communication (o processors, Tnpot foatpat interfacing,

4. To impart konowledge in various processor scheduling algorithms,

0 Course Outeomes Blooms| Blooms
Level | Description

CO1 | Aduapt a besie knowlodpe about fundementals of microcon- | L6 Croate
trisllers

e B Tnilerstand a bhagie l-;|||.:-'|.'.'|r||,,|:l;|.: ATLIL ! pmg,'nrnming nnid S iy Undorstand
e conteal to demonsteate o apectiic task,

CO3 | Understand knowledge about devices and buses used in em- | L2 Understand
bedded networking.

COd | Develop programming slkills in embedded systems for various | L3 Apply
applications,

05 | Mustrate of knowledge about basic concepts of droalt eme- | L2 Understand
lataors.

O Demonstrate of Life cycle of embedded design and its test- | L2 Understond
ing,




List of Laboratory Experiments

e S s

Suggested List of Experiments:
1. Introduction to STM 32 446 Nucleo Board & Getting started with Mbed.
2 Introduction to the FRDM 64F Platform & Getting Started with Mbed
3. Porting. Compiling, Dewnloading & Bunning your first program - Blinky LED
1. Interfacing LCD, Speaker, Temperature Sensor & Accelerometer with Nucleo Bowrd.

f. lntroduction to FreeRTOS and FreeRTOS Task Creation - Understanding the System Core
Clock.

. FresRTOS Hello World App, Semi hesting & TTART Setup.

=

Freelff1'0S App Debugging using Segger System View Tools
B, FreeRTOS Scheduler, Kerpel Interrupis, RTOS Tiek sl SvsTick Thoer,
9 FreeRTOS Context Switching & Task Notification amd Thsk Deletions

L FreeRTOS Queve Management, Semaphore Tor Synchranlsations, Mutunl Exclusion and Mem-
ory Muanagement,

Minimum 06 experiments from the above-sugsgested st or any other experiment or mini project based

om syllabus will be included, which would help the learner to apply the coneept learnd.

Evaluation Scheme:
Laboratory:
Clontinuous Assessment (A):

Laboratory work will be based on 22PECSG0GIT with at least 06 expetiments. from the above list to
be incorporaced. The distribution of marks Tor vermn work shall be as follows:

1. Performance in Experiments: 06 Marks

2. Journal Subanisson: 05 Marks
3. Vive-voee: 05 Marks
4. Sulyject Specific Lab Assigmment /Case Stody: 10 Marcks

The final certification and acceptance of term work will be subject o satisfactory performonce of

laborntory work aod upon fulfilliog miniooem passimg criteria m the term work.
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Computational Neuroscience (22PECS6054T)

Teaching Scheme Examination Schems
Lectures ¢ I6F Hrw, Sweek Term Test - 10 Marks
Credite ¢ 03 Teacher Asswsmment © 25 Marks

End Sem Exam © 65 Marks
Toral Narks « 00 Marks

F[‘E[’eq]iﬂitﬂ: Artificinl Tntelligence. Machine Learmimg. Statktres and Progeammimg Shills
Course Objectives:

This corse adms to provide stadents with a strong fouodation m the fiel] of Cognitive Nearosclence,
A feld thet afodies the fncricats finks betereen the mind, the beadn, aodd bebsvionr, Stodends will legrn
methods to replicate human behaviour of how to serse and peresive the world, act o it learn and
think ahout it, and remember it.

CO | Course Qutcomes Blooms| Bleoms
Lewvel Dreseription
L] Uniderstand the computational nearal stroetaro, Lz Undergtand
C02 | ustrate coding and decoding models. L2 Understand
C04 | Describe neural cireuit and petwork models. L2 Understamd
04 | Apply informaetion theory coneepts on Brain mapping. L3 Apply
R T
- Ly
‘Ll I';:"—_. ol
i .".+ =
£ e
ol -

I



Course Contents

Unit-1 06 Hrs.
Introduction:

Deseriptive model, Mechanistic model and Interpretive model, Properties of Nearons, recording nen-
ronal pesponses, Spake traing sl fring rates: Messwring Firing Rates, Tuning ourves: Stimuolas: The
spilee Trigeered Average, White noise Stimoli, Multiple Spike Triggered Averages and Spike Triggered
conrelations, Spike-Tram Statistics -~ Homegenous and Inhomogeneous Poisson Process, Auto correc-

thon Function, The Poisson Spike Generator, The Neurnl Code

Unit-11 08 Hrs.
Meural Encoding

ltrodwetion to retinn, LGN, V1, area 17, Techniques of neural data collection, Heverse-Correlation
Mothods: Simple Cells, Spatial] Reveptive Fields, Temporal Heveptive Fields, Response of a shmple
coll 1o counterphase grating, Spoace-time Receptive Fields; Linear Filtering, Noo-linear input-cutput
Funetion, Basie encoding model, Impact of POA on encoding model, Noo-linear representation with

Goansstinn, Binominl and Polsson cepresentation, The genorilized linear modal,

Unit-111 07 Hrs.
Meural Decoding:

Encoding decoding, Discrimination: ROC curves, The likelihood ratio test; Population Decoding:
optimal decoding method, Fisher Information; Spike-Traln Decoding

Unit-IV 06 Hrs.
Information Theory:
Eutropy wmd Mutual Information, Information and entropy masimization: for single Neuron, popu-

lations of neurons; Utilization in Retinal Ganglion cell Receptive Fields: Application, Entropy and

information for :1-.:-|]-|:-|:~ Lrnins

Unit-V 06 Hrs.
Modal Neurons [ Nenroelectronic):

Signtheance of Nenroeleetronic in vowrscience, Neuronal Biopliysics Monbrane potatials, Sioghe
compariment models, Integrated and fiee models, Voltage dependent. conductance, Tha:i_l_iﬁi,n;kln—.__ -
Huzcliry Model, Chaomed Similation, Synaptic Tramsmisgion Models. Svnaptie Iupn'r_»-:.#ﬁ

el F e Mescledu
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Unit-VI1 06 Hrs.
Network Models:

Introduction - Importance of connectivity and dynamics. Firing:-Rate Models - Dynamics of average
firing rates, Fesdforwsrd - Nearal mappiug, Recurrent Networks: Linear and Nonlnear Recurrent
Metworks, Stability and cscillargry dynamics.

Text Books:

L. Jose Lubs Bermuder, “Cognitive Scionce: An Introduiction to the Sciénce of the Mind”, Cosn-
bridge Univiersity Press, New York, aid EAiion, 2014,

2. Juy Friedesibery, Cordon Silvernin and Michael J. Spivey, “Cognitive Seience: An Introdietion
tiy the Study of Mind", SACE Publication, 4" Edition, 2021,

Reference Books:

1. Michoel Guezaniga, Richand B Tvry, Goorge B Mangun, “Cognitive Neumoscienoe the Biology of
the Mind”, W. W, Mearton & Company Publication, 5'" Edition, 2010,

2. Duniel Rolek, Williom Hirstein, Peter Mandik, Jonsthan Waskan, “Copnitive Science An In-
troduoction to Mind and Brain”, Taylor and Francis, 1% Edition, 20606,

Weblinks:

1. Cognitive Science:
https:/ /plato.stanford edu fentries feognitive-acience/

1. Cognitive Neuroscience:
https:/ (plato stanford edu /entries foognitivescience

Evaluation Scheme:
Theory 1
Continuous Assessment (A):

Subject teacher will declare Teacher Assessment criteria at the start of semester.
Continuous Assessment (B):

1. Two term tests of 10 marks each will be conducted during the semester,

2. Average of the marks soored in both the tests will be considered for final graling,
End Semester Examination (C):

I, Chysstion paper based on the entire syllalnis, summing up to 65 macks.

2. Total durntion allotted for writing the paper is 2 hrs




Computational Neuroscience Laboratory

(22PECS6054L)

Practical Schame

Practical : 02 Hrs, /ueck
il

Credit

Course Objectives:

1. Introduce the Basics of EEG Hecording and Amabvsls

Hxamination Schome
Teaneher Assessment @ 25 Marks
Totnl « 25 Marks

2. BEquip Participants with Experimental Design Skills,
3. Familiarize Participants with Brain Datn Exploration Tooks
4, Develop Competence n Statistical Data .."LI:'u'nl_‘.-‘EE»P_
5. Cudde Prrticipants in EEC Data Processdng and Analysis.
C0 | Course Outoomes Blooms| Blooms
| Leswael Description
CO1 | Undderstomd the Fundamentals of EEG Recordiog and Anal- | L3 Tnderstand
Y3, _
02 Dresign Hobast Experiments for EEG Stoadies. L3 Apply
COd | Utilize Advaneed Tools for Brain Data Explorsiion and Sim- | L3 Apply
ulmtion.
CO4d | Apply Statistical Techoigues o0 BEvaluste Experimental | L3 Apply
Dhtan.
CO& Perform Comprebensive EEG Data Analysis, L4 Analyee
_.-' e _-.""
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List of Laboratory Experiments

T e L e e e

Suggested List of Experiments:

I, Introduction to EEG recordings. Theory, physiology, practical aspects of recording and analysing

sealp recorded bradn potentinks,

2. Designing experiments: Control, manipulation, repeated srials, and balonced conditions. Ap-

plication to studies with brain recordings,

3. Experimental approach to studying the working human bmin and body, How to ase Brain

Vovaeer Brain Tutor. How o use the BESA dipale simulator.

4. Research design and the traditional statistical foundations of experimental resesrele T-fost

Amabyss of wcdance, Evalunte samphe dats and data Nom s standarnd experiment.
8. Recording dense-array EEG: Practicnl introduction.
6, EEC asahwis: How to get From the raw récording to braln waves. An example analysis
7. Minl Project

Minimum 0 experimients from the above-sugpested list o any other experiment or mind projoct based
on syliabus will be included, which would help the learner to apply the concept kearnt.

Evaluation Scheme:

Laboratory:
Continoous Assessment (A

Leboratory work will be based on 22PECS6054T with at least 06 experiments from the above Jist to
he ineorporeted. The distribation of marks for Lenn work chall be as followss:

1. Performance in Experiments: 05 Marcks

9. Journal Submission: 05 Macks

3 Vivnevoes: 06 Muarks
4. Subject Specific Lab Assignuent /Cise Study: 10 Marks

The firal cortification and acceptance of tenm work will be subject 1o satisfctory performaner of

labesratory work and upon fulfifliog mriniomn pessing, eriteria in the Lenn work e uf I‘-.:-.:,:.

T o
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Project Stage-I (22PJCS6060L)

Practical Scheoime Examination Scheme
Practical : (M Hrs /jweck Teachey Assessment @ 25 Marks
Creclits ¢ 02 End Sem Exnm ;. 25 Marks

Totnl 1 50 Marks

Course Objectives:

o To lmplement the solution & per the problem stateanent,
# T devedop the tesm building, weiting, logieal ressoning and managesent skills,

& To provide the connections between the designs and concepes sercss difforent idiseiplinary boand-
nries,

& To epcourage studdents to beoome dependent personned, critical thinkers andd elong esrners,

Course Outcomes:

0 | Course Oiibeames Blioms| Blooms
Level Description

CO1 | Apply mgineering knowledge to produee solution of & prob- | L4 Annlven
lem considering cultural, social, environmenzal, and eooe-
pombc factors using appropriate tool and methoed. .

CO2 | Demaonstrate project based learming that allows students to | L2 Uinelerstand

transfer existing ideas into new applications,
COd | Develop an ability to work in teams and manage the conduct | L3 Apply
of the research study.
C04 | Integrate different perspectives from relevant disciplines | L3 Apply
which help them to get internships, jobe and admission for
higher stodics,
CO6 | Present the research (o the form of technical writing, under- | 12 Unnchisrsit waied

stand what constitutes to plagiarism and how to use proper
roferencing atybes.

LaF



Syilabus:

Domain knowledge (nny bevond) needed from the aress of Compater Science & Engineering( Data
Seience for the effective impleméutation of the project.

The areas can be updated based on the techmological innowations and development needed for specific

11r|,|"||‘_-1.'l.

Guidalines:
The main purpose of this sctivity is to inprove the students’ technical kills; communication skifls by

tntrgroting weiting, presentation and termwork opportunities.

» Each group will he reviewed twice in n semester and marks will be allotted based on the various

points mentioned in e evaluation scheae,
¢ In the first revdiew of this semester, cach group is expectod fo complote 3 peroent of project.
o In the sseond eview of this seimwster, ench group 5 expected to completd 30 pervent of project.
o Interaction with alumni mentor will also be appreciated for the improvement of project.
Student is expected to:
o Maintain Log Book of weekly work dune(Log Book Format will be as per Table 43
» Report weekly to the project guide along with log book.

Tahle 4: Log Book Format

Sr Wesck [Start DatarEmd Data) Wk [ Hign of Guide Sigm of Coordimbbor

Assessment Criteria:

= At the end of the semester, after confirmation by the project guide, each project group will
submit project completion mport in prescribed format for asssssment to the departimental com-
mibtes (including project gukde).

& Assessnent of the project stage I (at the end of the semester) will be done by the departmental
comumittes (including project gnide).

o Oral examination shonld be condocted by Internal and Externsl examiners. Students have to

give presomtation and demonstration besed on thely o ject,

Prescribed project report goidelimes:
Size of report shall be of mininum 25 pages. Project Report shoold include appropri

s



Introduction

Literature Survey

» Relited Tleeory

Implemmiation deiails

Project Stapge T Chiteones

Conclusion
s [eforenoe

Assessment eriteria for the departmental committee {(including project guide) for Con-
tinmons Assessment:

Ciuide will monitor weekly progress and marks allocation will be as per Table 5.

Assessment eriteria for the departmental committee (including project guide) for End
Semester Exam:

Each group will be reviewsd twice in & semester by fsenlty muide and faculty eoordinator hased on
the following critesio:

* Project progrese
& Doenmentation) Techuical pagser wiriting
# Key findings

o Vilidaiton of msulis

Tahle & Continuons Assessment Table

S | Exam | Mamne of | Stwdeni Loy Book | Liternture | Dopth of Une | Roport Tortal
Send Stmbent Atlembnnes | Muoiotain Farvigw dhnputimid Ling:
Mo
fi B - b ] i)

Each review consists of 25 marks, Average of the marks scored in both the too reviews will be

considersd for fnal grading. The fnal certification amd weeptance of TA ensures the satisfactory
performance on the shove aspects,

Departmental committes (including project guide] w41l evaluate projeet as per Toble 6. ﬁﬂfﬁ?ﬁ

™ s
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Tabie & Evaloation Talle

Hr | Exnm | Mama of | Project Design Fubriestion/| Resuli Ver- | Pressotstion | Totsl
Seal Etuclamt Salection | Matladaol- MModellng/ Llasad Simn
Ma oy Sl linkiom
b b b b ] 25
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